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Contributions

The DeVIAS Letter, the newsletter of the Delaware Valley IAS
User's Group, needs contributions from members in order to
continue as an effective medium for exchange of information
regarding IAS, All contributions should conform to the
standards set by the Multi-Tasker, the IAS/RSX SIG
Newsletter. These are:

All contributions should be camera-ready copy (i.e.
sharp black type in a 160 x 240 mm area (8.5 x 11 inch
paper with one inch margins)) and should not include
photocopies. If you use RUNOFF to prepare your
contributions, the following parameters have been found
to be satisfactory:

.PAGESIZE 60,80
.LEFT MARGIN 0
.RIGHT MARGIN 72
.SPACING 1

These parameters assume output onto a line printer with
a pitch of 10 characters per inch. Adjust them to
maintain the same margins if another pitch is used.

Send contributions to:

Ontario Hydro

700 University Ave.
Toronto, Ontario
Canada, M5G 1X6

Attn: John W. Drummond
Mail Stop - M4ES5



From the Editor

Here, at last, is the closest thing we are likely to get to
an IAS Internals Manual. It is without a doubt more useful
to those of us with source licences, but then that would be
true regardless of the level of detail.

The Fall 1982 U.S. DECUS provided two papers from the IAS
development group: one on the Node Pool Problem and a
proposed solution and another on ACP's and their use in IAS.
The IAS product panel declined to discuss the contents of
IAS Version 3.2, but appear to be attempting to provide
maximum benefits with minimal expenditure.

If any of you have suggestions, get them to Bob or myself
and we'll pass them on to Tim Leisman, the IAS Product
Manager. My own priorities include

1) PDP 11/24 support (apparently trivial)

2) Digital Storage Architecture Support (RA80, RA81, RA6O,
TU80)

3) Open-ended solution for SCOM depletion and memory
deadlock problems.

In the longer term, other mechanisms such as autopatch or
perhaps even access to RSX-11M distribution could be used to
provide new releases of utilities such as PIP and BRU.

There appears to be some relief coming in the pricing of IAS
DZ licences but no intention of including IAS under the
General licence umbrella with RSTS and RSX-11M plus.

Keep the Faith

J.W. Drummond

Derariment of Radiation Therarw
University of FPennswlvania

Room 410

1332 South 3é6th Street
Fhiladelshiazs Fennselvania 17104

Thenksgiving Dswy 1982
Desr HeVIAS Members

This issue is late and it is mw fault. Mr, Dromwond hes hsd the
boduy  of Issue 13 readw for seversl months., I am sorry for the lonsz
delav.

For many of wous this will be the first issue since Issue 10,
The rroblem arose during the trapsition activite at DECUS. The U.5.
Charter is no londer resronsible for anw msilings to Eurorer Canada or
Australiz. The data bases that surrorted the mail labels were
serarsted into the resrective Charters, For 3 while ro one noticed
that IDeVIAS members were not detting the lLetter. Julie Cibelli» who
works at DECUSy noticed and called me for 2 comrlete corwe of our
mailindg list. She said that she would fix it. The Letter is now the
anly rublicaetion of the U,8¢ Charter thast is so widelw distributed,
I have 2 few cories of Issues 11 and 12 for those of wou who missed
them snd ask for them.

There have been some changes in the continuing sags of “Tiditel
and the IAS Commumite®., There will be & Version 3.2y for examele. It

was announced at the FPhiladelrhis leVIAS meeting 3 month ago. The
five or sgix of us that showed ur heard some other things tool The
"Nevelorment Team® is nrow entirelg in Mawnard, Qur friends in

Readingy England have other Jobs now and the entire effort is in the
U.8¢ I fingd that comforting, There was 3 long delaw in communicating
#roblems to HMaunsrd and then to Reading and back the same tortuous
route, It is not that the reowxle in Readindg were in any waw locking,
auite the vcontrare - thew were outstanding, but the rath viz Mesnerd
was too long., Thew built ws a fine orersting sustem but we should
have been azble to talk directlw to them» not vis SFR Administretion ar
ang other Esstern Messachusetis communicaztion imrediment.

Another roint made at the FPhiladelrhiaz meeting bw Tim Leisman»
the IAS FProduct Manaderr and Ronnie Morrisews from U.85. Ares Software
Froduct Servicess was that surrort would change in  some resrects  in
June 1983, She senl me & corwy of the details and it is enclosed in
this issue., Furthery IAS will have two solid rerresentatives from the
Develorment Tesm a3t DECUS in Anaheim., Dne will sresent 2 tutorisl on
F11ACF and the other will address the "Node Fool Froblem.® The aualitw
of their rregentstions (and handouts that will arresr in the Letter)
are offered as testimonws of their abilitw te SUFPPORT TIAS in  the
future. Mr. Lteisman ducked the euestiont *How many reorle are
the Develorment Team", but sssured the wcuestioner that these two at
least would 2llsw out fears csused by the presentastion in Atlanta.




On the wholey thens T was impressed bw Didital’s words., The faot
that thew still oea3ll it a *DEVELOFMENT* team is encouraging. I am
andiounsly waiting for Anaheim. I sm convinmced that Mr Leismen will do
2ll he can to eromote IAS and IAS Surrort. He szidy "H first rate
comrany doesn’t dumr reorle."

Thenk wou for wour strond resronce to mz letter inviting wou  to
reJoin DeVIAS., In some waws I was horing that no one would z2nswer and
IeVIAS could be laid to rest., Buts, there are zsbout one hundred of wou
that returned the form, Thank gou (I thinkd. Some of zou even
surported the DeVIAS Letter to the extent that wou irncluded checks for
twenty dollars. I will return thems when I det the times faor OECUS
will continuer for the immediate futures to rublish us, It it verw
comforting to know that only one resrondent said that he would not eaw
for the Letter., Thank =ou for 2ll the nice things that the rest of
wou said.

IT wou did not receive an invitation to renew wour membershirs
rlease notifu we. I did fzil to send them to reolre who hed onls
recentls Joined.

Another small detail was taken care of &t the meeting. By
aceclamation our new bulaws were rassed. [DECUS has taken to renewing
the license of eazch LUG every vwear. I have been living on waivers for
3 whiley truing to get the reeuired documents together., The bulawsy
which have never existed befores are recuired. Dur bylsws sre duep Lo
the effort of Rob Stodolas our Librarianmi; Thank sou Kob. Sor our new
*Orersting Procedures® are 8lso enclosed in this issue., I would like
to hear any comments on them vou would care to commit to rarer.

I wish wou 2l1 & merrw Christmass hareg  Chanubkshy  and 3
srosrerous New Year. Arvdy I thank wou for wour surrort during thi
HESP .

Sincerelys
Robert F. Curlew

OFERATING FROCEDURES

Article 1
Name

The name of the orsanization is the Delaware VUallew IAS
Local Users’ Grour (DNeVIAS).

Article II
Furrose

IeVIAS is established under the buwlaws of the DRECUS/U.&.
Charter tol

1. Frovide 3 forum for users of the IAS orerating sustem to
exchange ideasy srodgramss and snw other items of common
interest.

2. Frovide feedback to Digitel Eeuiement Corroration (DEC)
an  a3ll matters concerning Yhe IAS orerating swstems
releted software rroductsy servicess roliciesy and 21l
DEC manufactured comruterss rerirheral eauirments and
other hardware products.

Brvicle ITX
Membershis

Membershir recuirements!?

1. Anv rerson using or idnterested in  the IAS orerating
sustem or its related rroductsy eauirment or services
who is in the Delawsre Vallew or any other arvrez without
arnn *lIAS Only" Local Users’ Grour is qualified to be a
member.

2. Ang rerson qualified to be 3 member will he accerted as
3 member uron  submitting 2 comrleted and  sidgned
membershir arrlication to the chsirman,

Rights of memberst

1. HMembers shall have the right 1o vote for 2all IeVIAS
Elected 0fficers.

2, Ter or more members of DeVIAS mawy by written retitions
bring a wmotion before & meeting of the LUG Steerinsg
Committee.
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Article IV
Steering Committee

General

1. DeVIAS shall be administered by the Steering Committee.

2, The Steerind Committee shiell consist of four officers
angd ur to two 2t-lardge members.

3+  Any member of NeVIAS maw be on the Steering Committee
and the Steering Committee shall be comrosed solelw of
membhers.

4, The Chairman maw zct inderendently on 811 mattersy and

shaell inform and conmsult with the Steering Lommitiee as
(s)he sees fit, A madority vote of the remz2ining
members shall be reguired to override decisions of the
chairman.

Steering Committee Officers

1.

The Steering Committee Officers shall serve urtil
residgnationy or until removed by the Chairman or by vote
of no confidence by members.

The officers are the Chairmansy the Newsletter Editors
the Frosgram Chairmany and the Frodgram Librarian.

At-lzrde Members

1.

The charrman may arroint ur to two At-lardge Members of
the Steering Committee.

Iuties of the Chairman

1.

The Chairman runs the show, Due to the wide sHeosrarhic
distribution of its mewbersy freauwent meetings of the
Steering Committee or Officer elections sre imrractical.
Thereforesy the Chairman shall discharde 211 duties
normally asssociated with the Chairman s well a5 those
of the Steering Committee. The Chasirman is subdect to
the review of the Steering Committees or recsall by vote
aof no confidence of the members.

Iuties of the Newsletter Editor

1.

The Newletter Editor shall edit and publish the "DeVIAS
Letter's the LUG newsletter.
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In the event that the rosition of Chairman becomes
vacanty the Newletter Editor shall temrorarilw sscume
2ll duties of the Chairman excert that of Steerinsg
Committee arrointments wuntil & rermament Chairmsn is
found,

Duties of the Prosgram Chairman

1.

The Program Chairman is resransible for the rlanning and
scheduling of meetings,

Irs the event that both the rosition of Chairmen and
Newsletter Editoer become wvacanty the Frodrem Chzirman
shall temrorarily sssume 211 duties of the Chairman
excert that of Steering Committee zrrointments until -
rermanent Chairman is found.

Duties of the Tare Librarian

1.

The Tare Librarian shall maintain cories of such
non~-rrorrietary  programs deemed of interest to [eVIAS
memberss and furmish cories of these to [DeVIAS members
on reauest.

In the event that the rositions of Chairmany Newsletter
Editorsy and the Frodgram Chairman become vacants the Tare
Librarian shall temrorarily sssume 2ll duties of the
Chairman excert that of Steering Committee arrointments
until 2 rermanent Chairmsn is found,

Vacancy in Office

1.

Should the Chairman vacate hisCher) office b
resignations disabilitu, or ineligibilitys & new
Chairman shall be srrointed bw 2 madoritsy vote of the
remaining officers.

Should any other officer vaecate histher) office bu
residgnations disability, or imeligibilituys, the Chairman
shall aeroint 3 rerlacement.

Article V
Elections

Removal of Officers

In accordance with Article IIXr the Steering Committee will
aecert any motion to remove an officer of DeVIAS, The
motion will be rresented in the next Newsletter along with
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the comments of the remaining Steering Committee members and
2 reauest that members file 2 vote on the motion within 30
daus. Should 2 madority of resrondents comprising a2t least
i1/4th of the membershisr at the time of the Newsletters
districution adree to the removals the officer is removads
and must be rerlsced by election by  the members, 33
described below.

Nominations

Showld an officer be removedr or all three Steering
Committee officer rositions Dbecome simultaneousls vacants
nominations for thet rosition will bhe accerted bw the
Newsletter Editors or the rerson desidgnated to function in
that caracity., The nominees will be contactedr and shall
accert by filing & brief statement in their behaslf to be
published in the newxt Newsletter, All members maw return
the ballet wrublished in that corw of the Newsletter. The
rominee receiving the most veotes will be elected and take
office immediatelwy.

Article VI
Meetings

General meetinds
Meetings shall be scheduled arrroximatels eix  times wrer
year. Two of these meetinds shall he at the Sering end Fall
RECUS U.S5. Charter sumrosiums to allow geodrarhicalls
distant members to attend.
Steering Committee meetings
The Steering Committee shall meet bw rhone rrior to esch
generzl meetinsgs or 2t the Chairman’s reauest.

Article VII

Amendments

aAmendmernts to these orerating rrocedures shall be made in
the same manner as removal of aofficers above.

A.R.A.P.

AERONAUTICAL RESEARCH ASSOCIATES of PRINCETON, INC.
50 WASHINGTON ROAD, P.O. BOX 2229, PRINCETON, N.1. 08540 . . . (609) 452-2950

September, 15, 1982

Joe Volonakis

Zamil Soule Steel Building Co., Ltd.
P.0. Box 270

Dhahran Airport

Saudi Arabia

Dear Mr. Volonakis:

In the August 1982 issue of The DeVIAS Letter you requested the changes
necessary to run SPY on IAS V3.1. The module SPYTI2.MAC needs to be modified,
no other changes are necessary. I have enclosed a DIFFERENCES 1isting between
the V3.0 (SPYTI2.MAC) and V3.1 (S31TI2.MAC) version of this module. Make the
necessary source code changes, assemble and 1ink.

Frank Borger of the Michael Reese Medical Center has noticed a problem with

SPY in a heavy swapping/shuffling environment. It appears the CPU time is not
in any of the places DEC says it should be. If you experience these symptoms,
you may want to contact Frank to see if he has a work-around. His address is:

Frank R. Borger
Instrumentation Division Head
Department of Medical Physics
Michael Reese Medical Center
29th Street and E11is Avenue
Chicago, IL 60616

I ﬁave also enclosed the V3,1 modification to another A.R.A.P. utility, DSM
(Dwsk Storage Monitor), for future reference. The change in this case
involves the patch to the PDS login module.

Please feel free to contact me if I can be of any further assistance.
Sincerely,

~ D Lo A

John YD, Leonard
Manager, Computer Facilities

dDL/oh

Enciosure: as stated

cc: The DeVIAS Letter



169 BIS §°% $16(RD) #3INDICATE SWAPPED OUT

EXXRRERRERRY
File DBA1:[360,2453531T12.HACS1 170 BR 70%
8 $+12  05/28/81 LEN - MODIFIED FOR IAS VERSION 3.1. ACCOUNTING INFO 171 i
9 i NO LONGER ALWAYS STORED IN ATL. REFER TO RELEASE 172 50%: MOV £774061-(SF) i5IN MEMDRY, INFORMATION IN TASK HEADER!
10 NDTES FOR MOKE DESCRIPTION. 173 Hov AJHA(RL) 5= (SP) §$REMAP APR3 TO THE AFPROPRIATE HEADER
1 174 CALL  @#..5FD3 JsMAP TO IT
TRREKE 175 ARD 60000+H, TAC+2510(R3) $5LOW ORDER WORD
File DBA1IL360,245ISFYTI2,HACi1 176 anc 12(R3) i § CARRY
8 177 ADR 50000+H. TACs12(R3) i SHIGH ORDER WORD
BXXKEAKAEERK 178 CALL  24..5PD3 i iMAP APR3 BACK
ERARRARRERRR 179 CHP (SP4s (SF)4 ;1CLEAN UF THE STACK
File IBA11[340,2451831TI2.HAC}1 180 BR 704
55 BNE 5% T 181
56 Jip RETURN iBR IF SO 182 60!  ADD E.TAC+2(R1) 110(R3) $$EXITING, INFD IN RE-USED ATL NODE
57  5%: 183 ADc 12(R3) # $CARRY
58 HOY (R1) K1 $$GET A NDDE 184 ADD E.TAC(R1) 1 12(R3) i 3HIGH ORDER WORD
FEXRKE 185
File DBA1:[360:2453SPYTI2. HACI1 186 70%T  JNHF aTL
52 BEQ RETURN iiBR IF SO 87
53 Hov (R1)sR1 5$6ET A NODE EXEKER
TAERRKARAREX File DBA1![340,24518PYTI2, HACST
FXRDXEORKARK 128 ADD &.TAC+2(R1)»10(R3) ;5LOW WORD OF CPU TIME
File DBA11[360,2451531T12,KACi1 129 abc 12(R3) ; $CARRY TO HIGH ORDER WORD
133§ 130 ADD A, TACI(R1)s12(R3) $$HIGH ORDER WORD
134 FOR 1AS VERSION 3.1 THE ACCOUNTING WOKDS ARE NOT LONGER STORED 131 15T A HACRLY $1HAS TASK BEEN LOADED?
135 IN A,TAC AND A.TAC+2, REFER TO VS 3.1 RELEASE NOTES FOR AN 132 BEQ 308 §3IF NOTs FLAG SWAPPED OUT
136 & EXPLANATION OF WHERE THE ACCOUNTING INFORMATION IS AT A GIVEW 133 BIT $AT,TR+A. TST(R1) 53 TASK RESIDENT?
137 TASK STATE. 134 BNE 308 13M0y FLAG SWAFPED OUT
138 135 BIT $AF.CP1A.TF(R1) 315 TASK CHECKPDINTED?
139 §442  ADD A TACH2(RL) »10(R3) i7L0W WORD OF CPU TIME 136 BED 403% $5BR IF NOT
140 i++2  ADC 12(R3) 5CARRY TO HIGH ORDER WORD 137 30t  BIS % 16(RD) i iFLAB SWAPPED OUT
141 $4+2  ADD A TAC(R1) s 12(R3) # $HIGK ORDER WORD 138 408!
142 j4+#2 18T A HA(RD) $#HAS TASK BEEN LOADED? 139 BR ATL
143 j442  BER 308 i31F NOT+ FLAG SWAFPED DUT 140§
144 j+42  EIT $AT.TR7A TST(R1)$ i TASK RESIDENT? 1841
145  $4+42  BNE 308 7ND» FLAG SWAPPED OUT HRRXRORKRRK
146  i++2  BIT $AF,CP1A.TF(R1) 318 TASK CHECKPOINTEDY
147 Ft+42 REQ 40¢ $3RR IF NOT Number of difference sections found! 3
148 $++2 3083 BIS £'% 116(R3) §iFLAG SWAPFED OUT Number of difference records found: &0
149 §+42 408!
150 3442 BR ATL DIFFERENCES /MERGED=1/DUTPUT=DBA1S[LENIX.DIFil-
151 ¢ DRAL:[340,2451831TI2,HACS 1~
152 DEA1IE360:2453SFYTI2, HACST
153 MOVE A TAICR1)sR2  $35GET ACCOUNTING STATE
154 JHp @DSPTCH(R2) ;iDISPATCH FOR PROFER HANDLING
155
156 DSPTCH: WORD  30% $3TASK INITIALIZATION
157 JHORD  40$ 3 TASK SWAFPED OUT
158 JWORD 504 5 TASK IN HEMORY
159 JWORD 608 $3TASK EXITING
160
161 308:  CLR 10(R3) N0 ACCOUNTING INFORMKATION AVAILABLE YET
162 CLR 12(R3)
163 BR 70
164 3
165  40%: WOV A.JIN(R1YIR2 § SWAPPED) INFORMATION IN JOB NODE
166 ADD 4 8X+2(R2)y10(RD) $3L0¥ ORDER WORD
167 ADC 12(R3) $ $ CARRY
148 ABD JoSXIR2) 112(R3} #iHIGH ORDER WORD



[£36052153V31LOGI.PAT

JTITLE LOGI
JIBENT  /V03.1/
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MODIFIES LDBIN FROCEDURE SO THAT ALL LOGIN'S RUN ...NOT TD CHECK
ALL NDTICES ARE FROM LEOIL1,1INOTICE.TXT

MODIFIED 5/29/B1 BY J. LEONARD TO ADJUST FOR IAS VERSION 3.1

PATCH LGINOT TO CALL +..NOT AND CHECK NOTICE FLAG., IF
NOTICE THEN SEND ., NOT TI$=LBO![1,1INOTICE.TXTs IF NO NOTICE THEN
SEND NDT TI1i=LBOI[1s1IBATNOTICE.TXT.
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£360+2151V31L061,CHD
11722779 - APPLY ARAP PATCH TO PES LOGIN PROCEDURE LOGI.ORJ
05/29/81 - MODIFIED FOR IAS VERSION 3.1 DISTRIBUTION

PRSODL.ODL MUST BE EDITED TO REFLACE THE NORMAL LOGIN HODULE
WITH THE PATCHED LOGIN MODULE.

IN [11+1001PDSODL.ODL CHANGE -
p1170¢ JFCTR  LOGI-T11,1001PDS/LBILOGI

T0
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[11r100IARAPLOGI . FOB=[11,1001V31L0GI FAT
[11s100JARAFLOGI1=[11,1001PDS/EXILOGT

[11,13FAT
[11rIOOJARAPLOGI$2=[1111003ARAPL061;1/882076113;ARAPLDGI.POB/CS:026161

er[11y100IFPDSTKE

vooPAT



IAS Support

U.S. Area Software Product
Services is pleased to announce
the consolidation of telephone
and on~site support for IAS and
all layered products, including
DECnet/IAS and DBMS-11/IAS, at
the Sudbury Customer Services
Support Center. These services
will be available through June
1983.

Support provided by the Sudbury
Support Center includes:

. Installation

. On-site and telephone
remedial services during
warranty

. Telephone remedial
services for customers
having BASIC service and
DECsupport contracts

. On-site remedial and
preventive maintenance
support for LCECsupport
customers

. Consulting services

Since July 1, 1982, telephone
support has been available to
all IAS warranty and SPS
customers from 3:€£€ A.M. to 5:(1
P.M. local time, nationwide,
using a toll free number
(800-343-5734) . Massachusetts
customers call collect. All
Colorado CSC registration
information has been
automatically transferred to the
Sudbury CsC.

Effective July 1, 1983 - SPS
will offer Self-Maintenance
Service., The Self-Maintenance
Service being offered for IAS
will consist of the following:

. Software problem
reporting service -
individual response. All
responses to be
published.

. IAS Software Dispatch
. Autopatch service

. Software product updates

SPR:
1AS 3.1 FMT 01.11 14~APR~82
Problem:

Online Disk-Formatter FMT causes system loop

When FMT is used to format a RP03 disk, the system runs into a high-priority
loop. Only contr.C starting MCR reactivates the system. DEMO showes no activity
{(Null-task active), even the system clock is stopped. This problem seems

to occur when any other task is doing IO via F1lACP and/or DP-handler.

Concerned tasks:

DP.... 06 GEN 248
TTeses V03.00 GEN 248
F11ACP DO0322 GEN 220
««.MCR V42 GEN 230
.« FMT 01.11 GEN 54
ANSWER:

Up to now no answer ( 24—sep-82)1

SPR:
IAS 3.1 RUN V004A 4-MAY-82
Problem:
Lower case letters.
Can RUN be changed to accept also lower case letters to rum taske.

Answer :

PROBLEM :

Character case considerations on RUN command .

RESPONSE:

Thank you for your SPR.

Users of timesharing systems will find that PDS handles all case conversions
they can issue commands in upper, lower or mixed cases. However, some of
the older system tasks perform their own command string parsing and often
only check for uppercase characters. It would be quite an effort to convert
all of these and at this late stage in the product life of IAS it is very
unlikely that the cost could be justified.

PS: This is in my opinion a very unsattisfying answer !
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New SPR:
IAS 3.1 EXEC 22~-SEP~82

Problem:
Data Parity Error on Swapping disk moves taskstatus to IR4.

An occasional data parity error occuring in the swap file (ERRLOG: Hard Error)
causes a task status of IR4. The task is then blocking the system, because no
abort is possible. Manually clearing the I/0 count (ATL + 12) will free the
memory but not the used nodes, used temporary files ( i.e with F4P) are not
deleted. There is no way to exit the task in a normal way, in case of such a
possible data error.

SPR:
IAS 3.1 AUTOPATCH "' 8-JUN-82
Problem 1:
AUTOPATCH does not return a corrected file to the System-disk,
when used with a separate work disk.
The file [11,15]EXEC.ODL is changed with EXECODL.COR and is used
to link the new EXEC, but is only on the work disk.
The file EXEC.ODL on the real SYSTEM disk is left unchanged,
this causes APR problems as soon as the EXEC has to be linked
again with following exec—patches.
Problem 2:
Missing Message files on the work disk.
The Autopatch procedure should copy [l,2lmessage files to the
work disk (actual SY:). In case of an error there is no useful
error message.
Example: missing WK: disk, LBR produces a fatal error 31 ...
ANSWER:
PROBLEM :
The problems with the Autopatch Kit '"B"
RESPONSE:

Thank you for your SPR in which you outlined two problems with the

Autopatch Kit "B".

Problem (1) Autopatch does not return a corrected file to the System disk,
when used with a separate Work disk.
Please find enclosed a preview of an article which addresses
this problem.

Problem (II) Missing message files on the work disk.
This problem will be considered for any future IAS V3.1
Autopatch Releases. We would point out, however, that there
are space restrictions involved with the work disk in the
Autopatch Process, particularly when the disk is an RK05. To
copy message filles to the work disk from the system disk
would reduce the amount of space available for Autopatch files
from the tape. This may result, for example, in the process
becoming much slower, and consequently this point will also
have to be considered.

SPR:
IAS 3.1 F4POTS V3.0 14~APR-82

K. Centmayer Munich
Inst. f. Datenverarbeitung

Technische Thiversitaet Muenchen
Franz-Josef~Str .38, 8000 Muenchen 40

11/45 820 120k MT 9 RP 03

Problem:
F4POTS does not always handle Floating-Point Interrupts.

When the FP Unit encounters an Underflow the Value should be set to Zero,
this is not done in every case, instead a large (positive exponent) value
is returned.

This seems to bee a timing problem, because system activity (bus activity)
increases the error rate.

The same promlem exists with FP overflow (Error 72 turned off).

The system hardwsre is o.k. , same problem at other hardware.
This problem exists only under IAS not under RSX 1IM.
This was tested on a system normaly running 1IM, same error.

Same problem with FORTRAN 77 (V4.0).

ANSWER:

PROBLEM :

Floating point exception error.

RESPONSE:

Thank you for your SPR. The problem you have reported is due, under certain
circumstances, to the Floating point exception service being delivered to the
wrong task.

Please find enclosed a preview of an article which will correct this fault.

PS:
Article is in Software Dispatch Aug.1982 Seq. 2.1.1.7 (is ok.).

SPR:
IAS 3.1 BRU 1.01 19-APR-82

Problem:
BRU Errors.

BRU reports a Select-error on MT: and switches tape off-line, but realy expects
only the continuation tape; please provide a better message.
To copy one file with /VER four times a new reel must be mounted.

BRU reports END OF TAPE 1 ON MTO: but continues to read (or something else)
on the tape.

BRU reports an error in [001,001l}file, indeed the file is in UIC 1,2
but ULC 1,1 was an empty UIC.

After copying a single file BRU with /VER reports 2 files and twice the number
of blocks.
BRU reports tape-error, but not always, which file is realy bad.

The second atempt to copy a bad file brings a warning FILE NOT SUPERSEDED,
and endless error messages (I/0 =-1) in the verify pass.

BRU produces mysterious messages: Fatal I/0 error code -16 (nothing has been
changed !). Fatal Device not in system DP2Z.

18
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ANSWER:

PROBLEM

STATEMENT

The user reported several BRU errors.

RESPONSE

Thank you for bringing these problems to our attention. However, in
order to solve the problems we definitely need more information. We
believe that most of the reported problems are fixed in the Autopatch
"G for IAS.

If you encounter these problems again, please resubmit the SPR
enclosing the console listing, a map of BRU running on your system and
any other information you think will help to solve the problems.

The article with all new BRU patches which were included in the
Autopatch "C" for IAS is attached for your convenience to this SPR
response.

PS: Autopatch "C" has a lot of BRU-patches , not tested up to now.

SPR:
IAS 3.1 EXEC 3-MAY-82

Problem:
Interaction of SWA , UTL , SAV et al.

A system cannot be saved with the Swap-file on another disk. (without the /NOIN
switch) . But a system can be saved with the sheduler enabled. The swap-file can
be removed with the sheduler enabled, without an error message. But without

a swap file starting of TS-programms is not possible, there is simply no
reaction, and no message, why there is no reaction. Now a SAV with the sheduler
still enabled, what is mormaly possible, is with no, or a very small swap-

file not possible, because the DMO will not start, and that is a fatal error.

ANSWER:

PROBLEM :

Interaction of SWA, UTL and SAV.

RESPONSE :

Thank you for your SPR.

In order that the swap file can be saved in the system it must reside

on SYO: (the system device) or on a dedicated volume (i.e. a non~removable
medium such as DSO0:).

As regards being able to delete the swap file while the scheduler is
enabled, enclosed is a preview of a forthcoming publication article which
addresses the problem.

PS: There is a patch for ...SWA: A swap file cannot be deleted with the
sheduler enabled. Not published up to now.

SPR:
IAS 3.1 EXEC 23-APR-82

Problem:
Pseudo Devices OV: and PIL:

There are two devices, which can be found in the list of the logical units
of a task ( e.g. TKB) OVO: and PIO:. These devices are not in the list

of the symbolic devices ( SYS /DEV ) and are not generated in a System-—
generation ( the line ;DEV=PL is commented out in SYSGEN.CMD). These devices
cannot be REDirected, but can be REAsigned (with unknown effect).

Please provide some documentation concerning OV: and PIL:.

ANSWER:

PROBLEM:

Information required on Pseudo Devices.

RESPONSE:

Thank you for your SPR.

Pseudo Device PI is the name of a handler task that contains the Task Control
Primitives. They are used by CLIs to initiate and monitor their sub-tasks and
can be accessed by users of the Task Control Services (refer to the "Writing
Command Language Interpreters" mamual for further information).

IAS can be generated in three different types of system but some component
software (notably TKB) is required to be common to them all and so must modify
its action to suit the type it is ruaning cn. So it will try to queue an 1/0
request to PLO:, upon failure (as in your case) it knows it is running on a
Real-Time or Multi-User system and so can take appropriate action.

Pseudo Device OV is referenced by the task builder when it is building an
overlayed task. The LUN assigned to this device is used to access overlay
segments. It should always be left assigned to the disk containing the load
image, i.e. its initial value.

It is possible to REASSIGN both these devices for a task (with suitable
privilege) but in doing so (particularly for a privileged task) you can
seriously degrade system performance.

SPR:

IAS 3.1 PIP D1332 3-MAY-82

Problem:
The switch /FI in PIP to access a file via file ID number does not work always.

With the /FI switch only a file copy is possible.

Listing (/LI and /FU) is not possible. BAD DIRECTORY FILE ...
Renaming (/RE) produces strange errors. (see attached listing.)
Deleting (/DE) only partially deletes a file. o

Especially listing would be very useful to find a file which is reported in
error by other utilities (e.g. BRU).

ANSWER:
PROBLEM
STATEMENT
The switch /FI in PIP to access a file ID number does not always work.
Specifying the /FI, /LI, and/or /FU switches together do not list the
directory information for the file. Instead, PIP issues the error
message "BAD DIRECTORY FILE".
RESPONSE
The only function of the /FI switch is to list the contents of directory
files (UFDs), for example [0,0]005222.DIR (UFD [5,222]). The UFD to be
listed may be the default directory or one specified in the command line
as [g,m]. It is also possible to specify the UFD to be listed by supplying
its File-ID using the /FI switch.
Under no circumstances can the PIP /LI switch be used to list the
directory information of a given file when only the File-ID of the file
is known. The /FI switch checks the file header for the owner and UFD of
the file. It cannot get this information from any of the separate files
in a directory, only from the directory file itself ({0,0]005222.DIR).
The only way to gain any information about the owner (and therefore
possibly the UFD of such a file) is to use the DMP utility to examine
the file header with the /WD switch. Note that it is generally impossible
to always determine the UFD of a file from the file's header, because
information concerning renames is not tracked there.
We realize that the Utilities Manual is also a little misleading when
it states that "to list a directory file whose identification number
is 301,27...". But it is correct, as it means that the file ID that
you specify must be the file ID of a directory file (i.e. [0,0]005222.DIR,
UFD [5,2221).
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SPR:
IAS 3.1 DSC X0036 24~-MAY~82

Problem:
DSC terminates with memory protect violation

Trying to copy a disk to another disk (both foreign mounted) results in an
exit of DSC.

DSC>DP2:/VE=DP3:
DSC -~ 84 INPUT DISK NOT BOOTABLE

DSC -- *WARNING* 56 OUTPOT DISK DP2: IS NOT BOOTABLE

TASK "...DSC" TERMINATED
MEMORY PROTECT VIQLATION

PC=063702

PS=174000

R0=063713

R1=000015

R2=000000

R3=000002

R4=063616

R5=063646

SP=000776

ANSWER:

PROBLEM

STATEMENT

1f the V3.l version of DSC detects a bad file header while copying to
a disk, it may trap as a result of clearing the bit in the bitmap
which corresponds to the bad file header. The first of the following
patches eliminates that possibility. If a primary header of a file on
an input disk is found to be bad, that entire file will not be copied.
DSC may also trap in this case unless the second patch is applied.
RESPONSE

In this version of on=line DSC, the Index File bitmap of the input
disk is copied directly to the output media on the assumption that the
output bitmap will be an exact copy. If an invalid header is detected
on the input disk and the output is a disk, that file is not copied
and the corresponding bit in the bitmap is cleared. Under the same
condition but with tape output, the file is also by-passed but it is
impossible to correct the bitmap. Later, when a disk is restored from
that tape, there is no indication to DSC that an error was detected
during creation of the tape. Thus the new output disk created from
the tape has a bit in its bitmap corresponding to a non-existent file.
VFY will detect and report the invalid bit(s). The best way to clean
up the disk is to copy it directly to ancother disk so that the invalid
bits may be cleared. Version 3.0 of IAS handled this area differently
but in a much slower fashion.

Two problem areas have been discovered in the V3.1 version which may
be corrected by the following patches to module DWTID and module
DFIND. The following patch DWTID eliminates the cause of a trap,
which may occur during a disk to disk copy, because of the clearing of
a bit in the bitmap. The stand-alone DSC s cannot be patched. The
patch to DFIND eliminates the cause of a trap when trying to access
the next valid header on the input disk after the detection of a bad
header. This trap is not dependent on the type of output medium.

Use the following procedure to apply the patches.

PS: Two patches for DSC, up to now unpublished.

2

30 Aug 82

Robert F. Curley

University of Pennsylvania
School of Medicine

Department of Radiation Therapy
3400 Spruce Street
Philadelphia, PA 19104

Bob:

Sorry for the delay. I have improved the notes for the talk
to include what I would like to have done if there had been more
time for preparation and presentation. Everything that was in the
talk as I gave it is included. I also edited the document that
Richard DeMorgan prepared to correct a few minor errors. Both are
on the tape, which is in DOS format, 800 BPI.

I am now part of the VMS support group. As things stand now,
this means that I won't be going to Disneyland this December.
Perhaps some future DECUS.

I also want to thank you and Ray French for the help that you
gave in Atlanta. The success of the { and A was due in large part
to this help. Thank you.

Sincerely,

e

Rod Shepardson
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ABEREVIATIONS . . . .

EXECUTIVE STRUCTURE

EXEC MODULE SUMMARIES
EMOO . .
EMO1
EMO2
EMO3
EMO4
EMO&
EMO7
EMOB
EMO9
EM10
EMNUL
ESTFAR
ESASX
ESEXIO
ESMEM
ESMISC
ESREQS
ESSFL
ESSuWAF
TSMEM
TSDATA
MF45
MFr&O
MF70
MFNONE
NTRACE
TRACE

ony

DIR MODRUL
EBFLAS
ESIIR
IiMARO
DMALF
nMass
oMAsT
MaTX
DMCHT
IMCSR
nDMncr
oMnsT
DMEXT
IMFIX
DMGCL
IMGCF
DMGCX
DMGL I
OMGMP
OMGFF
oMGss
DMBTE o 4 4
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ABRBREVIATIONS

1.0 AEBRREVIATIONS

The following

abbreviations are wused consistentls both

xecutive listinds and in this document!

ACF

ADE

AFR

ASQR

ASR

AST

ATL

chia

CIT

CKRa

CLI

DEQUE

nic

oLT

PR

FCR

FTL

GCN

108k

IRQ

LRG

LuT

Ancilliary Control Frocess
Attachment Descrirtor Block
Active Fadge Redister

AST queue

dctive Sedment Register {(same zs APR)
Asynchroncus Sustem Trar
Active Task List

Crash Iumr Analuser

Command Interrreter Table
Clochk Queue

Command Languade Interrreter
Doutle-ended Queue

Iirective Identification Code
Device Load Table

Directive Faremeter Rlock
Device Table

File Control Rlock

Fixed Task List

Globhal Common Rirectors
Input/outrut Status Rlock
Inrut/outrut Reauest Queue
Interrurpt Service Routine
Job Node Pool

todical Rlock Number

lLoad Redion (task state)

Logieal Unit Table

26
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IAS Executive Documentation IAS Executive Documentation

ABBREVIATIONS ARBREVIATIONS
MCR Momitor Console Routine
VCE Volume Control Elock
MFD tiaster File Directory
WiE Window Descrirtor ERlock.
MRL Memorw Reauired for Load
MUuL Memory Usade List
ors Ob.dect Time Sustenm
FAR Fadge Address Redister
FIR Fade Nescrirtor Register
FLAS Frogram Lodicsl Address Srace
FUD Fhusical Unit DRirectory
RIE Region Descristor Block
RIL Region Descrirtor List (same as GCID
RRQ Receive bw Reference Queue
SFL Swar File List
8GA Sharsble Globsl Ares
SRQ Send/receive Queue
88T Sunchronous Sustem Trar
STD Sustem Task Directory
gTL Srawned Task List
TCF Timesharind Control Frimitives
TCS Timesharing Control Services (macros)
TNF Terminal Node Fool
TRD Task Fartition Directory
UFnD User File Directory
uIc User Identification Code
urT Unit Information Tsble
UJN User Job Node
UMR Unibus Marring Register
UTL User Task List
UTN User Terminzl Node
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EXECUTIVE STRUCTURE

2.0 EXECUTIVE STRUCTURE

The resident executive consists of two images that exist in resl

memory. Thew are Doth comstructed a3s tasks (by the Task Builder.) One
imase is & bootstrars XAXXXBOOT.TS8Ks and slwass resides at resl memory
lacatian zerva, The other is the executiver EXEC.TSK. The overlas

descrirtion is as follows?

fzse tor
000000 025413 EXEC
140000 15272727 SCOMM
040000 057523 nIR
Q40000 057463 ASX

29

THTCARUPTS S EMOL, EMOe, €EMNE6,
ExeaPTTONS CMee

PowER ur/pewed EMpd
ASTa e Me%
DITRTLTIVE S EMig & DM,

MEMoRY EATPAR , ESMEM,
MARAGEMENT  TEMEM

z/e ESEXTO, EesFL,
ESAWAP

ATL SCANNING EM@E, TEMED
SCHEBULING

PRTIMARY AREAE OF
TwWg TA} EGXS8C
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IAS Executive Documentation EXEC MODULE SUNMARIES
EXEC MODULE SUMMARIES

3.0 EXEC MODULE SUMMARIES 3.3 EMO2

.1 EMOO Return to interrurted rrogram?

Mzcraos fors JINTXT normal ISR exit
i EXINTXs +.ERTZ EXEC ISR exit
interrurt vector format "ENDDIR rprocess end of directive.

get/rut @ word from/into rrevious address space
crash sustem.

Glossary., 3.4 E£EMO3

Sumbolic definitions for? Fower fail and recoverw servicel
bit ratterns in eprodram status word PURXDN rower down
external radge labels PUR.UP  rower ur.

FOF-11/70 redisters
sustem trace (T-bit) debuddging aid conditionals
indices to 88T vectors

termination notice codes 3.5 EMQ4

event flag bit masks

common deeue node words Service for?

task rertition directory

memors usage list TRAFO4 trars at location 4

Flobal common directorw SFAULT sedment faults

rhysical unit directorw TRFTRF TRAF instructions

sestem tash directors EMTTRF ENT instructions

active task list EFTRF  T-bit traes and BPT instructions
timesharing ATL linkade IOTTRP IOT instructions

Lask header offsets RESERV reserved instructions

region and window descristor blocks FEXTRF floating rpoint excertion interrusts
Eexss offsets SETCOM  55Ts.

swar file list
user task list
I/0 recuest aueue

allocation and deallocation Z.6 EMOG

clock aueue

AST Guse CKI Clock interrurt service routine.
send/receive aueue

send/receive by reference cueue CTREC Clock tick recodnition.

srauwn task list
MCR command buffer
task states
sustem event recosgnition flag 3.7 EMO7
UMR surrort,
LIIASTOs JDAST1 AST declaration.

3.2 EMOL

. ; 3.8 EMOR
KVZERD trar vectors (kernel virtual zero)d,

REC Service for floating point excertion interrurts,
ROTKSF Kernel stack srea. FEX

+56.07T Executive impure ares,

32
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EXEC MODULE SUMMARIES

3.9 EMOP

This module was srlit into the modules ESASXs ESDIR,

ESMISC, ESREQNSs ESSFL and ESSWAF.

3.10 EM1O

DIRECT Sustem directive disrateh,

UIRDPT Unerivileged directive disratch table.
FRIDFT Privilesed directive diseastch table,
+DRSEN Sustem directive return.

3.11  EMNUL

NULTSR  The null tash.

3.12 ESBTFAR

Surrort for IAS ture rartitions?

3.14

ESEXIOy ESMEM,
+ IONDD
+RITSK
JUTTSK
+RORGN
+WTRGN

3,45

Memory menirulation

ESHEM

IAS Executive Documentation
EXEC MODULE SUMMARIES

ESEXIO

Executive 1/0 routines?

select and clesr 1/0 node from rool
read tesk root sedment

write task root segment

read redion

write redion.

routines?

+ACTK allgcete memory to task
FMEM locate contiguous block of memors in rartition
+FCMEM locate free memory contiguous with allocated black
+FREM free allocated memorw
+FRESG free contigucus sedment in partition.

3,16 ESMISC

Miscellaneous routines?

+CEFNy
JHMULFR free memory LCRDEL
+TACTK  call LACTK for & timesharing epartition +CKINS
+IASFR free memory in an IA8 rartition +CLMEM
JEATSF  det memory for 3 taesk segment «CREQS
+IASFM  det contisuous srace in an IAS rartition SCRGCD
JIASFC  find/free block of memory contiguous to allocated memory SCTIT
HOLEFD find first hole larde enoudh LOLRG
MEMOUVE  ghuffle occuried memors <JEXCU
SUMVCK  see if memorw can be shuffled +FLRCQ
SWETCT relocste task root when shuffled FETD
SHIROF move block of memory +HCKSM
FREESF free srace, SLUNPT
HENOD
«NISCH
JPFOOL
3.13 ESASX +RELES
«FGNSW
ATL scan routines? «RLRG
+RMCR
+AIWAN  wake ur handlers on task loasd s SPDR
LCLNGA clean ur task’s global aress +BROH
FLRRA echeck for sends by reference on task exit. +8TEPN
+TEKRS
+THRUS

33

LCEFNL  validate and convert event flasg
delete node from clock aueue

insert node in clochk cueue

clear memory

TREGS recuest tasks for executive
craate GCIR node for redion

convert time interval to ticks

delete redgion

clean ur for exiting tashk

flush send/receive queues

search 5TD
comeute header
convert LUN to
fill in memore parity error lod naode
sezrch ATL for task

select node from rool

relesse redions on task exit

remove redion/8GA from memory
relesse redgion

raturn MCR command line node to rool
set PIOR contents for tashk
search list for tash

make STL node into ATL node on
resume task

unstor task.

checksum
LUT address

task exit
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EXEC MOLDULE SBUMMARIES

TREQS attemrt to make 2 task zctive,

3.18 ESSFL

§FL manirulation routines!

+SUWALL
«SWIDAL
+SWLEN
cEBUWTRN

3,19 ESSWAP

allacate swar file space

deallocate sedgment of swar file

fill in reauest node for swar I/0 recuest
translate swar file block number,

Swer/checkrointing control routines!

«SWAF
SWGCDH
SWETOP
SWTASK
SWATSC
SWAPIT

3.20 TSMEM

make srace available

remove upaccessed SBAs from memory
remove storred tasks from memory
remove other tasks from memorw
scan ATL for swasreing

try to remove task from memorw,

Hemory allocstion routines for timesharing tasksi

+TGUAF
+LVRES
scuTL

SUsSHAR
«TSTOF
+SWTTR

3.21 TSDATA

obtain srace for 8 task

reset UTL level head

scan UTL for tasks to suse
find tasks to stor

find storred timesharing tasks
swar out selected tashk.

hets for timesharing scheduler.

3,22 MF4S

Hemors rarity trar hendling routines for POF-11/45%

FARERR
s FARCK

memorys rarity handler

null Job raritw checking,
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3.23 MF&O

Memory rarity trar handling routines for FOF-11/44 znd FDF-~131/60%

PARERR memorw rarituy handler,
+FARCK  null Job sarite checking,

3.24 MFP70

Memorwg rarite tras handling routinpes for FDF-11/70!

FARERR memary earity handler
+PARCK  null Job parity checkind,

3.25 MFNONE

Memory rarite trar handling routines for sustems

memory?!

PARERR memorw raritw handler
+PARCK null Job rarite checking.

3.+26 NTRACE

fiumms swstem trace debudging sid,

3.27 TRACE

Sustem trace debudding 3id.,

3.28 our

Sustem debudder,
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4.0 DIR MODULE SUMMARIES

4.1 ESFLAS

PLAS zubroutinest

sATRG
«ATRGL
+CADRT
+CKRAC
+CWIHA
+JELAW
+MOFR
«8RRGN
L UMary
+VYRDE
«VWDER
JWNTIO

4.2 ESDIR

attach redgion (with srotection check and RDE)
sttach resion (uncheched)

convert ADE address to window identifier
check access rishts to redion

convert window identifier to header address
eliminate sddress window

mar address window

search GCI for redion

unmar address window

validate RIR

validate WDER

check for I/0 in srodress through window.

Iirective subroutinest!

+CEFNG
+CKTI

+CRIAD
+FEFFU
+RARSM
«SNDCK
+SRTFD
+BRNEW

4.3 DMAED

check user-srecified event flag

check TI indicator for validity

convert redion identifier to ADE address
get rartitions eriority and UIC
reauest/resume/unstor receiver task
check DPR size and receiver task name
search for srpecified rartition

check if tashk is on the new task list.

+DO.ARD  zbort task directive.

4.4 DMALF

JO.aLF  alter eriorvity directive.

4.5 DMASBS

LIOLAS5  assign LUN directive.
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4.6 DMAST

Srecify AST service directives:
+[H:RAS srecifu receive AST
+0L,FPUT  specify rower f2il AST

+08RA  specify receive-by-reference AST
+DL.FET sgpecifuy floating roint excestion

4.7 DMATX

+L0.ATX  AST service exit,

4.8 DMCMT

«DL,CHT  csncel mark time dirvective.

4.9 DMCSR

LD.C8R cancel scheduled recuests directive.

4,10 DMRCF
Chechkrointing directives?

+OL.OCF digsble checkrointing directive
LDLECF  enable checkrointing directive.

4,11  DMDST
Disable and ernable dirvectivest

JD.D8T dissble task directive
+D.ENT enable task directive.

4,12 DHEXT
Exit directives!
JOGEXT  exit directive

+D.EXS  exit with status
JDGEIF exit if.

38



IAS Executive Rocumentation

DIR MODULE SUMMARIES

4.13 DMFIX
Fix and unfix directives!

«DLFIX fix directive
LOLUNF unfix directive,

4.14  DMGCL

+D.GCL  dget command line.

4,15 DMGCF

+I.,6CF det common block rarameters directive,

4,14 DMGCX

+D.6CX det marring context.

4.17 DMGLT

+TN.6LTI det LUN information directive,

4.18 DMGMP

+D.GMP det rartition rarameters directive.

4,19 DMGPP

+D.GFF get task rarzmeters directive.

4.20 DMGBSS

.65 det sense switches directive,

39

4.21  DMGTP

+DL.G6TF  get

4,22 IMIAR
Inhibit and

D IAR
D EAR

4,23 DMMAF
fL.AS window
+D.CRUY
JDLELW

JOMAR
o Do UNM

4.24 DMMKT

+DeMKT  mar

4.2% DMPDI
Frivileded

+FPURLR
P GEY
+FPGRD
+FPSH
+FLUSH
+PLATK

4.26 IMQIO

+0,0I0 QIo
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time parameters directive.

enable AST recodgnition directives!

inhibit AST recodnition directive
enable AST recodnition directive.

directives?

create address window directive
eliminate 2ddress window directive
mar address window directive

urmaze address window directive.

k time directive.

R
directives?

release redion directive

dget swar srace directive

get RDL address directive

claim privileded task semarhore directive
release privileded tashk semarhore directive
activate tasks directive.

directive.
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4.27 DMREG

FLAS redion directives!

+TLCRR
DLATR
+O.DTR

create redion directive
attach redion directive
detach redion directive.

4.28 DMREQ

Task reaquest directives?

+DVEXE
+I.REQ
+FL.SFU

4,29 DMRRF

execute task directive
recuest task directive
srawn MCR task privileded directive,

+D.RRF receive bw reference directive.

4,30 [LMSAR

Send and receive directives!

+DLSEN
I SAR
+O.REC
» 0 ROE
DL ROS
+DLROT

4.31 DMSCH

SGcheduling

+D1.8CH
+IL RUN
+DBYN

4,32 DMsny

send data directive

send and reauest or resume directive
receive data directive

receive or exit directive

receive or susrend directive

receive data and stor directive.

directives?

schedule directive
run directive
synchronise directive.

88T table directives!

I, 8RY
JDL8TY

spacify 58T vector tsble for debussing zid
srecify 88T vector table for task.
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4,33 [DMSED
Significant

+DL,CEF
o0, SEF
+D.OSE
+ D REF
I RAF
+DLUWFS
+D.GFS
I WFL
+DL.SFL
>IN WSE

4,34 DMSRF
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event directives!?

clesr event flag directive

set event flasg directive

declare significant event directive

read event flag directive

read 2ll1 event flads directive

wait for single event flasg directive

stor for sindle event flag directive

wait for logicazl or of event flads directive
stor for lodgical or of event flads directive
wait for next significant event directive.

Send by reference directives

+ 0. 8SRF
1. SRR

4,35 DMSUS

Susrend and
+OL.8TP
LI, 808
.0, RUS

DL RES
«DLUST

4,36 IIMXTK

Extend task

I XTK

send by reference
send by reference and resume or reaquest

resume directives

stor directive

suusrend directive

resume or unstor directive

resume directive
unstor directive

directive

Extend task directive
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5.0 ASX HO
S.1  EMOS
ATL scannin

ABXEL
AGXER

SWFPCLT
GETNEW
UNSHED
ATLDSF
ASTIGF
UJNDEP
UJNDS2
SCHED
ASTCHK
SIHCON
SISUF
spsus
SONEW
CRSIZE
GETATL
SIMRR
SNSFC
SOWATO s

SOIR1
SIIR4
SNSWF
SREXIT
STHRTN
SISTEX
SDETCF
SDOART
SORES
SDRUN
SDJER»
SDAANT
SWMKRM
SWSFPCL
SWFPFAL
SHLOAD
CLRACC
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DULE SUMMARIES

g1

scan ATL from tor
disratch rer active task status.

entry for dumme ATL node in state TS%
entry for dummy ATL node in state T2
rromote UJNs to level 1 after comrleted TTY reads
demote 8 task one level
task accountings perieodic task rromotionsy reriodic
scheduling of batech level and statistics datherinsg
process swar comrlete event
dget new Jobs
remove currently scheduled task from ATL
ATL status disratceh table
sub-status disratch table after checkind for an AST
disratch table for UJN status settings
disratch table for rossible task loads
scheduler scan of UTL
check if AST has been declared for tashk
continue tashk
service RSX susrended status
susrend task
set ur new tashk
caleulate suwar size
get and initialize ATL node
scheduling service for LRS state
scheduling service for SFC state
SOWATL, SDWATZ2, SDWAT3» SDUWATA service RSX
state
service ATL IR status
service ATL IR4 status
service ATL status of recoed reauest succeeded
clean up after task terminates
return STD node to rool
terminate task for scheduler
inform TCF that task is exiting
task to be aborted
runnable task found
run tashk
SHAER fatzl error found while scheduling
calculate task auantum
control task loadind/unloading
claim SGAs for tashk
swar failure
swarring task load comrlete
clear task tick count

*waitfor®
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GETSWF
RELSWF
SWSETK
+ THOVE
+AFAC
QUETCF
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find swar srpace for task
relesse swas srace

set ur header for new task
move decue node
ca2leculate allocastion factor
declare event to TCF.,
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4.0 EXECUTIVE HARDWARE OFERATION

6.1 Frocessor Priorities

The following processor rrioritw levels are used by IAS?

task execution. If 3 segment fault occurs at this
rriorityy 3 sustem trar is caused if the task is

set upr to service it. Otherwise the task is
aborted.

Level 0%

Level 13 the servicing of TRAF-ture instructions (i.e,
EMTy 10Ty TRAF). This includes system directives
(EMT 377) and the causind of an S8T if any other
trar ture instruction is detected and the task is
set ur to service it. Note» howevers that a BPT
trar executes a8t rriority 1 or the srioritw af the
interrusted processs whichever is the higher,

Level 2@ the recaognition of "sustem events'y i.e,
sidnificant event declarationsy clock tickss rower
failure recoveries and scheduler orperation. These
events are only serviced when returning to task
executiony i,e, from an interrurt or s directive.

Level 31 the execution of routines which cannot be
interrurted by sidnificant event or clock tick
recognitiony but can be buw rerirhersl device
interrurts, The sustem trace {debuddgindg routine
also runs a2t this level,

Levels 4 - 73 eserirheral intevrurt service routines and short

uninterrusrtable secuences.,

Note that there are no *softuare interrurts" between epriority levels 0
- 3 and therefore no imrlied precedence.

4.2 Execution Modes

All tasksy both normal and rrivileded run  in user mode (privilesed
t3shs maw access sustem 3reas via PAR marrind,) All interruert and
TRAP-tyre instruction service code runs in kernel mode.

&3 Redister Usade

The sustem uses onlw one set of the denersl redisters (RO - RS)» two
stack rointers (kernel and user). {(There iss of courser onlw one PC.)

In all erocessor status wordsy bit 11 is set., This is idnored by the
FDOF-11/40" and indicates redister set 1 on the PDP-11/45 and
POF-11/70, This is used because although PS bhit 11 rcan be set in
kernel or user mede by 2n RTI or RTY instruction, user mode rrodrams
cannot clear it
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4.4 AFR Maering

6+4.1 FKernel APR Maering -

AFRO 000000 - Q17777 executive
AFRI 020000 - 037777 executive
APR2 040000 - 057777 executive (dunamically marred to

directives or ATL scan)
utility (Mar to tagk headers, Mar
ISR’s for devicess etc.)

AFR3 060000 - 0727777

APR4 100000 - 117777 )
AFRS 120000 - 137277 3 tabless listss rool and sustem
APR6 140000 ~ 157777 ) routines

AFR7 160000 - 177777 external rade,

b4+4,:2 User Privileded Task APR Mareing -

APRQ 000000 -~ 017777 task

AFRL 020000 - 037777 handler librars (ar task)

AFPR2 040000 - 037777 handler library (or task)

AFR3 050000 ~ 077777

AFR4 100000 ~ 117777 )

AFPRS 120000 ~ 137777 ) tablesy listss rool and sustewm
AFRS 140000 ~ 137777 ) routines

APR7 160000 - 1727777 external rade.

Ry definitions eprivileded tasks have the same marring for APR‘s 4,
7 as the Executive.
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7.0 EXECUTIVE DATA STRUCTURES
7.1 Iouble-ended Queues (Decues)

Manw of the system internsl structures take the form of double-ended
QUELIES These have the advantade thest the aueue can be scanned
forwards or backwards and it is easw (i.e. reguires few instructions)
to insert or remove an entrw, The list head consists of two words
which are linked to the entries (the first word to the first entru,
the second to the last, Thus the first entru’s backuward rointer and
the last entry’s forward rointer roint to the first word of the list
head.?

The first few words of each degue entrs are in s standard format:

offset literal value function
N.FF 0 forward rointer
N.+BF 2 backward rointer
N.AW 4 rnode accounting word
N.TI é terminal FUD zddress
N+FR (bute) 8 rriaritus.

7.2 Fixed~length Tables
All other structures take the form of fixed lendgth tahles, The size

of each entre and the number of entries are known at system generation
(SYSGEN) .,

7.3 The Sustem Communication Area (SCOM)
§COM consists of 8 number of subroutinesy varisbless fixed tables and
listsy with the remaining srace being available for constructing

nodes .

Farticularly imrortant variasbles sre?

«CRJOR ATL for current task in scheduler slot
«CRTSK ATL node for current task
+SERFG sustem event recodnition flad.

(low bute is 2 set of bit flags. high bute is count of
clock ticks to rrocess.,)
«SIFLG scheduler flad word

The rarticular fields of ,SDFLG are

S, 88 sub~scheduling

Sk, . 3 task can te loaded

Sh. MR currently scheduled task in in LRG or MRR state
Sht. RG batch scheduled

Sty JR timesharing Job scheduled

Sh. 5F swarring

Shr. NI sub~schedule auantum sllocated

Sh.RT swarring out for rezltime task
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SD.RP swar for resltime task rending

5B« AR <ACTK stan zborted

sn. 785 swaprring task sedment

SIt. TL loading task sedment

SD.MT timesharing mark time due

ED.SW timesharing swar comrlete

80 HF high priarity schedule required
S0, F8 scheduling because nothing active.

7.3.,1 Asunchronous Sustem Trar Queue (ASQ) ~

The ASQ for each task is 8 deeue consisting of one node for each AST
to be executed for the task. The list head is kept in the ATL entry
for the task., AS0s are crested when an ASBT occurs and another AST is
being rrocessed bw the tashk, The ASTs asre ted to the task in the
order in which thew occur.

7.3.2 Active Task List (ATL) -

The ATL is 2 rrioritu~ordered deeue of ATL nodes. Tasks which have
entries in the ATL are either memorw residents 3 reequest for their
lpading has been sueued or are storred (ot reauiring memoru), The

ATL entry for a2 task contains the characteristics of the task.

7+3+3 Clock Queue (CKB) ~

The clock cueuye is & deaue consisting of one node for each oreration
scheduled to be rerformed 3t some future time. A schedule delta-time
in the first node (if anu) is decremented at each cloeck tick umtil the
orergtion becomes duer 2t which time it is rperformed. Subseauent
nodes contain schedule delta-times relative to the rrevious node’s
schedule.

7:.3.4 Fixed Tashk List (FTL) -
This is 2 denue of nodes for esch inasctive task that has been fixed in

memorg. The entries are the same as ATL entries» and when the task is
made asctivesy the FTL entrw is chained into the ATL.

7:3.% Global Common DRirectory (GCD) -

The entries in this denue contain the informstion reauired to control
SGAs created by INSTALL, &nd redions created dunamicallw buw the create
region directive (CRRG$). It alse conteins entries for task rure
areas.

There are five tures of entru!l
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Iuynamicalle created redions!
these are created buy the CRRG$ directive. Initislly their
contents are undefined. Thew are sybseauently moved to and
from the swar file.

Installed libraries?
these are rpurer and are thus never written out of wmemorys
merely discarded. Thew are loaded from the imade file from
which thew were installed.,

FPure areas of instslled tasks!?
a5 installed librariessy but znonumous. Thew are created by
INSTALL when a task has a8 Pure area,

Ingstzlled common areas?
These are swarred to and from the imade file on the disk from
which thew were installed,

Instaslled redionst
These are initialls loasded from the imade file from which thew
were installed. Subseauentls thew are swapred to the swar
filey so that the orifinsl task imsde file is unchanged.

7+3:6 Input-outrut Reauest Queuwe (IRQ)Y -

Each rhuwsical device (311 units) has its own IRQ. The IRG is =&
priority ordered deaue of I/0 reauest nodes with its list head in the
header of the handler servicing the device,

1/0 request nodes are created primarily by GI0 directivess however the
executive 8lso creates I/0 reauests to load task imadess record task
images (checkrointing) and to run down I/0 on an exitted task.

7:3.7 MCR Command Ruffer (MCR) -

This deaue exists onlw for comratibilitw with esrlier versions of 1AS
and R8X-11iD. It may be wused to sass =2 command line to s tasks
althoush the correct waw to do this is via the SFUN$ directive,

7+3,8 Memorw Usade List (MUL) -~

These deaues contsin one entry for each allocated sedgment of memorwy in
a timesharindg-ture sartition. It is erimarily used when shuffling
memoryy 50 that the occurant of each rart of wmemory can resdilw be
identified,
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7.3.,9 Phusical Unit Directorw (FUD) -
This is a fixed list of entries describing each rhusicsl device wunit

in &8 sustem. The directorz is created by the sustem configuration
routine (SGENL).

7.3.10 Send/Receive-by~Reference Queue (RRQ) -
The RRQ for a8 task is 3 deaue contazining nodes for each block of data

sent (by 3 send/receive-buy~reference directive) to the task whose RRQ
list head is in the STD entrw for the task.

7+3.11 Swar File List (SFL) -~

The SFL is 8 deaue whose entries contain information about the swar

files availsble to the sustem. It is wused by the swar file
allocation/dealleocation routines in condunction with the swar file
bitmar. It is 2lso wused when translating 3 swar file block number

into 8 FUD address and disk LEN., The entries are in sscending order
of swar files.

7.3.12 Send/Receive Queue (SRI) -

The SRR for 3 task is 2 deaue contsining nodes for each block of date
sent (egither by 38 send or send-and-reauest directive) to the task
whose SRG list head is in the STD entrw for the task.

7+3+13 Sustem Task lirectors (STD) -

This is 3 memore resident directory of 811 tasks which have been
installed into a3 swstem. The directorw consists of two rarts?

(1> 2 fixed size a2res (the *slrhas table®) of one word for each task
that maw be installed =&t any time. It takes the form of an
alrhabetically ordered contigyous list of rointers to STD entries
to facilitate search for the STD entrw by task name.

(2) The STD enirw prorer.
Having a3 tashk installed enables it to be located aquickly without the
overhead of doing through the MFDR and UFD. Insteadr 3 hinary chop

search is performed on the azlrha tabley the STD entrw locatedr and the
lodical block number is used to locate the task imasde,
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7:.3.,14 Srauwn Task List (STL) -

This deaue contains one node for each srawned task (i.e. tasks
initiated by the SFUN$ directive), In asdditions if 8 command line was
issued with the directives the node contains the command line until it
is ricked ur by the GMCR$ directive.

A srawned task has s rointer in its header to it’s STL noder so that
there is no need to search the STL to find the relevant nade., The
rurrose of the STL is to let the executive to find 811 tasks srawned
by another task when it exitsr so that the linkages can te undone.

7:3.15 Task Partition Directory (TFD) -~

This is a fisxed list of entries describing each rartition in 3 sustem
(with the excertion of the sustem bootstrar memorw). The directory is
created bw the sustem confiduration routine (SYSGEN) and entries fall
into three catedories! suystem-controlled eartitionsy user-controlled
rartitions and timesharing rartitions.

Esch rartition has & unicue six character rartition name.

7.3.16 User Task List (UTL) -~

This list is 2 deaue of entries used by the scheduler to find which
task to  rune It is divided into & number of levels (usually four)
which determine the srioritw of the tasks, Each entry in the deaue
containg the 1list heasd of & deeue of Job nodes which belond to that
level.

The scheduler can rromote or demote tasks between levels on the basis
of their activity history bw unlinking nodes from one level and
relinking them into snother. Jobs in the level 1 UTL entry det
ftighest Frriority service from the scheduler. The maximum number of
levels is srecified at SYSGEN.

The first three levels are intersctives and the scheduler arrandes
tasks a8s followst

level 1! terminal interactive tasks
level 2! inrut-cutrut-bound tasks
level 3! comrute-bound tasks,

Level 4y if specified at svstem deneration timer is wused for batch
Jobs.
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7+3.17 Unibus Marpind Register Reguest Rlock (UMR) -

This block is rresent in each handler that calls the UMR allocation
routine.

7+4 The IAS Common Area (IASCOM)
7.4.1 Commend Interpreter Table (CIT) -

The CIT contains an entry for each CLI in the gsustem. The w@maximum
number of CLIs which can orerate concurrently is determined at SYSGEN,

7.4,2 Device Load Table (DLT) ~
The DLT contains one node for each device mounted in the sustem for

timesharing users, It is used by the Timesharindg Control Primitives
({TCP) for device manadement.

7.4.,3 Device Table (DVT) -

The VT surrlements information contained in the FUD. The contents
are information of use to timesharing users,

7+4.4 Job Node Fool (JNP) -

This is 3 rool of currentls unused Job nodes, The number of nodes is
srecified at SYSGEN.

7+.4,5 New Task List -

This list contains the rartial ATL nodes for npewly created tasks,
Thes are held in this list until the scheduler Pputs them in the UTL.

7+4.6 Terminal Node Fool (TNP) -

This is 3 rool of currently unused terminal nodes. The number of
nodes is srecified at SYSGEN.
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7+4.7 User Job Node (UJN) -~

A UJN exists for evers task under the control of TCP., It contszins all
the information necessary for resource manadement of the task., A .ob
node is obtained from the JNF when a task is initisted asnd returned
when it terminates.

A list head for UJN‘s belonsging to 2 particular terminzl is held in
the UTN, The UJN also contsins a rointer to the ATL entry for the
task if one exists,

7+4,8 User Terminal Node (UTN) -

A UTN is allocated during swstem start usr for everw device that is =
timesharing terminal. The UTNs serviced bw & particular CLI are
chained todgether, The UTN contains the timesharing device
characteristics and informstion about +the current state of the
terminsl. UTNs are obtazined from the TNF.
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8.0 MEMORY FARTITIONS

Fartitions are used to allocate memorw for task execution. Fartitions
are named contiguous areazs of shusical memory zllocated at SYSGEN.
There are three tures of rartitions!

8.1 User-controlled Partitions

This twre of rartition can onlw contsin one tasky SGBA or denamic
redgion at one time, They are intended for the execution of realtime
user tasks that are resident for long reriods of time.

8.2 Sustem-controlled Fartitions

These can contain one or more tasks at the same time. A task can only
be loaded into 8 rartition if there a free hole larde enoush as
*shuffling® is not rermitted in this ture of rartition, In denerals
this +ture of rartition is used when shufflind is imrossible hecause
tasks reauire to be sware of each other’s phusical location.

8.3 Timesharind Partitions

This is similar to 2 swstem-controlled rartition excert that shufflins
is rerformed if there is not 3 sufficientls larde enoush hole. Tasks
under the control of the IAS scheduler 3lwads reside in timeshsring
erartitions.,

2.0 TASK SCHEDULING

All tasks hasve 3 priority in the range 1 -~ 250y a higher sriority
denotind 2 wmore urdgent task. Each active task has an ATL entrus
aordered in decreasing prioritw. User tasks run at priorities in the
range 2 -~ 99 timesharing tasks st rpriorits 100. Higher priorities
are reserved for resltime and sustem tasks. The ATL is only scanned
when 8 significant event occurs (i.e. the comeletion of an input-
outrut recuests a8 task emxits the occurrence of 2 situstion declared
exrlicitle by 2 task (send datay slier prioritgs receive by reference
or declere significant event)s the execution of an  illedal
instructions the oreration of the IAS scheduler or the rrocessing of a
clock tick.

?+1 Checkrainting

If 3 task can be checkrointed (decided by the setting of the /c»
switch inm task buildind)s it mav be written to the checkroint file
freeing memory for 3 (higher prioritw) realtime task. This process is
surely rriarity driven.
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9.2 Suarring

Swarring is controlled bw the IAS rprocessory and unlike checkrointind,
is not rriority driven.

?.,3 Timesharing Control Primitives

An IAS system maeu or mavw not have TCF. TCF is a2 erivileged task
(named FI.eve) that runs at eriorits 221, It is a pseudo-device
handler and is communicated with by QIO directives (or more indirectly
by TCS maeecros.) TCF communicates with sustem services throudh SCOM and
IASCOM, Howevery certain sustem services (such as the termingsl
handler) also issue QRIOs to it.

Jobs running under TCP have UJNs. The IAS scheduler knows whether
there is a3 UJN because the A.JIN field contains its addressy or zero if
there is npot one. Further congsideration of the oreration of the 14S
scheduler will assume that TCF is not eresent.

2.4 ATL Scanning And The 148 Scheduler

ATL scamning is performed by two routines ASXE1l and ASXE2 in madule
EMOS. ASXEL scans the ATL downward when it is called by ‘common
return to interrurted rrodram’s or from ATL scan task status service:s
whenever 8 significasnt event declaraztion is to be effected. ASXE2 is
called from the common exit for directives (EMT 377) and either
returns control to the task or scans through lower rriority tasks.

When the timesharindg scheduler is installed, there are two sreciszl
nodes in the ATLs distinduished by having the task status bute (ATS)
sat to TS1 or TS2, ASBSEX2? uses the task status to Jume through a3 table
ASXOT (set ws by the TS macro in EMOO) to TE8TS1 or T8S8TS2
resrectivelws in TSSHER, The nodes with statuses TS1 and T82 bracket
the node corresronding to the timesharing task currentluy selected to
run by the scheduler. All other runnable timesharing Jobs are rlaced
in the ATL &at rositions corresronding to eriority 1, but asbove the
null Jdobs which 2lso has eriorits 1.

?.4,1 Tashk States -
The following are task stastes asccording to the task stastus bute A.TS

i the ATL nodetl

tRF  load reauest rending! memory has been found and allocated
for the task. The 1/0 recuest(s) to load the task root
segment is now aueued.

LRR 1load reauest cueued! the 1/0 recuest(s) teo load the task
have been aqueued and maw be in Frogress,
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lozd reauest succeeded:

2ll I/0 1load reauests have been

successfTulle comrleted.

load reeuest failed!?
unsyccessful lw,

waiting for predion to load!?

to be losded.

runnable? the task is

executing,

AST cueued! an AST has

reloadind for AST checkingt
when it is checkrointed or swarred out,
be examined to see if the task is

AST .

sysrended.

susrended waiting for nodes!
nodes are

until sufficient
directive,

waiting for
attemrted to claim 2

one of the 1/0 losd reauests

rrivileded task

comrleted

the task is waiting for 2 redion

runnable but not necessarily

been aueued for the task,

an AST has ceccurred for the task
It’s header must

already rrocessing an

the task is in 2 wazit stiate

available to comrlete =

semarhore! the tash has
samarhore which is alreadwy claimed.

storred for STOF$ directive,

T4 stored for event fladgs:

14 17 -~ 32y 323 - 48,

WF4 waiting for event

exitind/exited,

the resrective randes are 1 -~
49 ~ 44 and 1 - 64.

flagst? the randes are as ahove.

I/0 rundouwn is to be started.

iI/0 rundown in is in rrodress on & unit,

I/0 rundown is comrlete

I1/0 rundown is comrlete

terminated for

execution

on 8 unit.
(successful or otherwise.)

fault,

termination notice is requested.

susrended for termination noticel! the

special task JTKTN.

is run to provide the termirztion notice.

susrended for checkeoint
of memord.

record recuest euewed?
has bheen aueued.

ing! the task is being swarred out

the 1/0 reauest to write out the task
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record request succeeded! the I/0 request to write out the
task has been comrleted successfullws,

record request failed! the I/0 recuest to uwrite out the task

has failed.

rarity error! & memory Paritw error has occurred and  JTKTN,
is not in the sustem. The task is indefinitelw susrended.

timesharing task has exited! the scheduler can now clean o
and use the ATL node to return exit status to the task’'s
reauestor,

timesharing scheduler special node 1.
timesharing scheduler srecial node 2.

waiting for memord.

waiting for memorw for EXEC$. If none can be &sllocated at

the first attemerts the task will not run.
waiting for memorw for redion.

waiting for directive to comrletel the task issued =
directive resulting in another task beind recuested, and
the reauest oreration is not uwet comrleted.

directive failed! the task wss in state WDI and the
directive failed.

idle! srecial state used for the null task.

waiting for accounis write! the task is built with RSX-1iD
stule accounting and the system is running with sccounting
included. The task has exited and is waiting for the
accounting information to be written., The accounts lodger
ACCLOG will set status to EX1.

exit comrlete after accounting,

marked for extension,

In azdditions timesharing tassks have z status hute (A.TST) sccorded as

follows!

RUN

RSD

sus

ART

HEW

runnable.

to be susrended.

susrended,

to be aborted.

new to scheduler.,
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EXT exited (rnot et processed bw TCF).
LOD to be loaded.

CON to be continued.

NW2 new after install,

EXX exitinds TCP QIO pendindg.

FIN exited and rrocesssed by TCP (UJN relessed).

?.4,2 Sterting A Task -

A task maw be started in 3 number of waws. For the rurroses of this
descrirtion it is a2ssumed that a CLI has issued a RUN directive and
that the task is to be 2 timesharing task on 3 multi-user sustems i.e.
without TCP, The eprocess is different for norn-timesharing and TOP-
controlled task.

The notation suxxxu/9guvuey means routine xxxuxx in module yywwyy,
1. DIRECT/EM10 disratches ta +D.RUN/DMSCH.

2s  «DRUN calls TE.COM/DMSCH to scan the STD and check the rartition
rarameters. It calls .PFOOL/ESMISC to rick 2 node from the rooly
setting the ATL address entry to zero» and CKINS/ESMISC to enter
it in  the clock gueue (it will be a2t the front as the delta time
interval is zero,)

3. When & clock tick occursy CTREC/EMO& is called to recodnise it
In the rrocess of examining the clock auewes it calls .REQS/ESREQS
which sets ur an ATL node with task status MRL (wziting for
memorwly adds it to the new task list and declares 8 sidnificant
event.

4., Whern ATL scanning occurss because of the sisnificant events
TSSTS2/TSSHEDR is eventuszlly ‘reached (zfter TESTS1), It calls
GETNEW/TSSHED to det new Jobs from the new task list and insert
them in the UTL at the level arrraorriaste to each task.

5. When scheduling is reauireds SCHED/TSSHED scans the UTL. Table
UJNDSF  is wused indexed by the timesharing task status bute, If
the value is JS.NEW: indicsting 2 new tasks control is rassed to
SONEW/TSSHED. This calls the routine GETATL/TSSHED which links
the ATL node into the ATL after the null Job, The timesharing
status bwte in the ATL is set to LOD (to be loaded)., SDNEW also
calls GETSWP/TSSHED to check for swar srace. Control now rasses
to SHRES/TSSHED (scheduling runnasble task found) and results in
attemets to Pind store for the tasks and if successfuly the
rrocess of losding the task is started. This results in the
rrocess r3ssing  through the states LRFy LRBs LRSSy LRG (and
rossibly LRF),

Whert & load reeuest succeedsr the ATL scan rasses control to
ASXLAS/EMOS where the header is checkeds the APRs are set ues LUN
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assignments set ur ete, Finallysy the RUN state is enteredr and
the ATL is rescanned from the tor.

?:4.3 Running A Tash -

Hher & task resches RUN statuss it will execute if it is the highest
sriorityw  task  in RUN state in the ATL until its time cuantum exsires
or some internal or externzl event occurs to switeh it into another
state, These states are described below!

1. A task cen det checkrointed eor swarred out even if it is
rotentislly runnable. In this ca3se it will g0 into inteo state
SFCy but when checkeointing is completer the state will still  be
RUN s0 that the ATL scan can relozad it if there is enoudgh free
MEMOTY,

2, There are 2 number of states, SUS, WND» WSMsy STF» 870 - S§T4» WFO -
WF4 and MEXs where 8 task cannot run unti) some action occursy
causing it to go back into the RUN state, In these statesy the
task cans of courses be checkrointed or swarred.

3. When an AST occurs for & taskr it can be in memorwy in which case
an AST node is linked onto its AST eueue., If it is not in memorus
it rasses into state RLAs Bs the tesk must be reloaded to gset the
AST aqueue head. (N.B, It would be desireble to have the AST
aueue head in the ATL nodes but this would mean making such nodes
8 wards londer.)

9.4,4 Exiting A Task -

When a task is to exit (either voluntarilus forced or becsuse of »
load reauest failure)y it does throush the following statest

1. State EXT is entered; ASXEXT/EMNOS clears anw rrivileded task
semarhores in use and looks to see if there are ane 170 recuests

rending. If soy state IR1 is entered. Dtherwises if E
termination notice is requireds state THNR is entered, If nots
store is freeds various nodes flushed from cueues (e.d. ASTSs)

the command line nodey if anyy is deallocateds and if the task has
haer srawnedy its recuestor is notifiedr znd the ATL node returned
to the rool.

2+ State IR1 is srocessed by ASXIRI/ZEMO3, It cuewes the first I1/0
rundouwn reauest and rrocesds to state IR2.

3. S8tate IR2 results in no sction by the ATL scan.
4, Btate IRT is rrocessed by ASXIRI/EMCS, If there sre anw requests
to be aueued on another wnity this is done and state IR2 is

re-entered, Otherwise, state IR4 is entered.

S5, State IR4 serves as 2 trar for 3 failed I/0 rundown recuest and is
also entered from IR3., A tramsition is made back to state EXT.
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6. 8Btate TNR is entered from state EXT if 2 terminztion notice is
reauired., The STD is scanned for the task TKTN., If it is not
founds state IR4 is entered unless there was a parity errory in
which case state PAR is entered., If TKTN, 1is installeds a check
is made to see if the task exiting is TKTN., If not, the task is
get in state STN and TKTN, recuested by a3 csll to .REQ@S/ESREQS.
Otherwises the ATL is searched for tasks in state S8TNy» and they
are set in state IR4.

END of COEMOR.IASJIIAS.MEM
REV: 0
PLS:
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