
------- ---- -- ---- - ---



/ ~, u 

u 

Publication Number 
GA26-1672-0 

IBM Disk Storage 
Management Guide 

Error Handling 

Cross-System 

File Number 
8370/4300-07 



Any reference to an IBM program product in this docu
ment is not intended to state or imply that only IBM's 
program product may be used. Any functionally equiva
lent program may be used instead. 

First Edition (December 1982) 

This is the first edition of the IBM Disk Storage Management Guide, Publication No. 

GBOF 1205, Error Handling, Publication NQ. GA26-1672. 

Information in this publication is subject to change. Before using this publication in 

connection with the use of IBM equipment, contact the local IBM branch office for 

revisions. 

It is possible that this material may contain reference to, or information about, IBM 

products (machines and programs), programming, or services that are not announced in 

your country. Such references or informa~ion must not~ construed to mean that IBM 

intends to announce such IBM products, programming, or services in your country. 

Copies of this and other IBM publications can be obtained through I~M branch offi~s. 

A form for reader's comments is provided at the back of this publication. If the form has 

been removed, send your comments to the address below~ 

This manual was prepared by the IBM General Products Division, Tecltni~l Publishing, 

Department G26/Hl5, 555 Bailey Ave., San Jose, California, 95150'. 

© Copyright International Business Machines Corporation 1982. 

ii IBM Disk Storage Management Ouide - Error Handling 

() 
I 



( ' u 

u 

Preface 

The IBM Disk Storage Management Guide provides 
tutorial information and guidance to help you with the 
physical management of your disk storage. The informa
tion is intended for IBM disk storage customers. It is 
written especially for operations personnel, including 
operators and system programmers, and others who may 
have responsibility for disk storage management tasks. 

The material is in separate manuals, organized as a set. 
Each manual has a separate order number, but the 
manuals as a set have a common Bill of Form Publica
tion Number, GBOF 1205. Manuals in the IBM Disk 
Storage Management Guide are: 

Background Reference Information GA26-1675 
Error Handling GA26-1672 

The material in the Guide applies to the following 
products. 

Disk Storage: 3330, 3340, 3344, 3350, 3370, 3375, 3380 

Storage Control: 3830-2, ISC, IFA, DDA, FTA, 3880-1, 
2, 3, 11, 13 

Operating Systems: OS/MVS, OS/VSI. Error records 
generated under the control of DOS/VSE and VM/370 
can be processed by the System Exception reports 
installed under OS/VSl and OS/MVS. 

IBM Disk Storage Management Guide, Error 
Handling 

This Error Handling manual discusses data and equip
ment errors that can occur in disk storage operations. The 
focus is on data errors because the Device Support 
Facilities program enables you to handle this type of error 
directly. New reports produced by the Environmental 
Recording, Editing, and Printing (EREP) program are 
described. These reports help you decide when and how 
to use the Device Support Facilities program. 

Prerequisite 

You should be familiar with error definitions given in the 
Disk Storage Management manual, Background Refer
ence Information, Publication Number GA26-1675. 
Refer to the section, "Error Description." 

Terminology 

The term recovery is used to encompass several functions: 

• Recovery from an error - meaning to overcome an 
error by automatic correction or retry and thus allow 
the operation that was in progress to be continued. 
These error recovery procedures are performed by the 
subsystem and system, as described in Background 
Reference Information, Publication No. GA26-1675. 

• Recovery from the cause of an error at the source, 
which is the subject of this Error Handling manual. 

• Recovery of data, meaning to restore and reconstruct 
data from another source. 

A hardware service representative is called a customer 
engineer in IBM. 

Programs 

Information in the Error Handling manual refers to: 

• Environmental Recording, Editing, and Printing 
(EREP) program release 1.3 with the System Excep
tion reports feature. 

• Device Support Facilities release 6 and above. 
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Introduction 

u 

Error Information 

u 

Traditional Types of Information 

u 

Reliable and effective performance of your data processing system depends on 
recognizing and handling errors that may occur in disk storage operations. 
Techniques are built into the subsystem and system to detect error conditions, and 
recover from most errors automatically. However, some errors cannot be corrected 
internally, and others, even though corrected at the time, continue to recur because 
the cause of the error persists. When this happens, you can evaluate the error 
situation in relation to your installation, and take appropriate action. 

Information and program functions are now provided to allow you to deal directly 
with disk storage errors. You use these resources to interpret an error situation, and 
in some cases, remedy the cause of the error to prevent its recurrence. You will 
benefit by: 

• Averting the need to call for outside service for problems that previously required 
such service 

• Maintaining control of your stored data 

• Reducing the time spent in problem determination 

• Improving the perfo~mance of your system 

First you need information that an error has, in fact, occurred. Then, sufficient 
details about the error must be obtained to evaluate whether action should be taken, 
where it should be applied, and the means to be used to recover from the cause of the 
error. 

There are different ways of obtaining error information. 

• Messages are displayed at a terminal or console to give immediate notification of 
an error. 

• Lists of error messages may be printed or displayed later to allow review of events 
that occurred during a given time period. 

• Reports based on analysis of error information may be produced to diagnose an 
error situation. 

Traditional types of error information may riot provide the information in a form you 
need to evaluate an error situation. 

System console messages give immediate notification of an error. However, the 
content of the messages and the conditions that cause them to be issued varies 
depending on the component or program in control. Most error messages contain 
information on the type and location of errors and give sense information in 
hexadecimal code. But the information may not receive attention because it is 
displayed for such a short time, and messages of disk storage equipment and data 
checks are not highlighted nor do they require operator action. 

Messages displayed at a system console may be stored for later examination. When a 
system log is printed, all of the messages that were displayed are listed. When a job 
log is printed, messages applying to the particular job are listed. In both cases, 
messages on disk storage errors must be extracted from many other messages. 
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Besides system messages, most programs have procedures for notifying the user of 
errors, and the user may alert operations personnel that an error has occurred. 

The Environmental Recording, Editing, and Printing (EREP) program produces 
reports based on the contents of a system's error log. Traditionally these reports have 
been used mostly by service representatives. 

New Types of Information System Exception Reports 

To improve the usefulness of error reporting, the EREP program now produces a set 
of new reports to help you determine the nature of error incidents and make decisions 
regarding possible recovery actions. These are called System Exception reports. 

The System Exception reports describe the type and location of errors and give other 
needed details. The reports for disk storage: 

• Cover all the systems that share the disk storage. The log records of each system 
are used as a basis for a multisystem report. 

• Cover temporary as well as permanent errors. (Temporary errors are those where 
the data is corrected or the operation is successfully retried automatically.) 

• Determine the probable source of the error. 

The source of an error is a more reliable basis for recovery than the type of error 
because a type of error may have different sources. For instance, a data check type 
of error may be caused by a problem in the controller hardware or by a defect on the 
disk surface. The source of an error points to where recovery action should be 
a pp lied and the means to use for recovery. 

The EREP reports will be most useful to you in handling data errors. (Data errors 
are errors detected in the data when it is read.) The reports also provide information 
that will help you decide if and when to call for a service representative. 
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Probable Failing Unit 

( ' u The probable source of an error as defined by the EREP program is referred to as a 
probable failing unit in the System Exception reports. 

The categories of probable failing units for disk storage are as follows: 

Channel Refers to a channel of a processor. 

Storage control Refers to a 3830, ISC, IF A, DDA, FT A, or 3880. If it is a 3880, 
it refers to a storage director. 

Controller Refers to the controller of a string of disk storage, usually housed 
in the A unit of the string. 

Device 

Volume 

Refers to the drive and access mechanism physical components. 

Refers to the disks associated with a volume serial number; that 
is, the disks that can be accessed with a given 1/0 address. 

If the probable failing unit is the channel, storage control, controller, or device, the 
source of the error is defined as the hardware. The error may be detected during a 
write, read, or control operation. 

If the probable failing unit is defined as a volume, the source of the error is the disk 
media or something associated with writing or reading data at the media. The exact 
cause of an error on a volume may be a defect on the disk surface, a change in 
alignment of the access mechanism, or some unknown contributor such as an 
electrical interference or temperature deviation during a write or read operation. 
The error is detected during a read operation and is always a data type error. 
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Resources for Recovery from Errors 
The means used for recovery from an error depends on the source of the error. 

Hardware Service Representative 

When the source of an error is a probable failing unit of hardware, a hardware 
service representative (customer engineer) performs the recovery action. The service 
representative uses EREP reports and other tools to further isolate the cause of the 
error. 

When the cause of the problem is established, it is usually possible to replace the 
failing component, which may be a logic card, power component, or other such field 
replaceable unit (FRU). 

Volume- Device Support Facilities 

When the source of an error is a probable failing unit of a volume, you use the Device 
Support Facilities program for recovery. You control recovery actions by using 
Device Support Facilities commands to perform the functions needed. 

A frequent cause of a data type error is a defect on the disk surface. (The term 
defect applies to anything that interferes with the precise magnetic recording on the 
surface.) Although the probability is low that such a defect will result in: a permanent 
data error, when it does occur, there are potentially serious consequences in terms of 
loss of data. You can use Device Support Facilities to treat a problem that is causing 
a permanent data error or excessive temporary errors. 

For error handling, Device Support Facilities checks the surface of the disks and, if 
defects are confirmed, automatically makes provisions to bypass the defective area. 

In addition to checking and bypassing defects in user records, Device Support 
Facilities has extensive means for reconstructing a home address when data errors 
occur in this area and then fot rewriting home addresses and record zeros. 

Checking and bypassing functions are used after it has been determined that the 
source of a data error is the volume (or media) and not the hardware. This 
information is provided in the EREP System Exception reports. The EREP program 
determines a probable failing unit by analysis of error information in the system log. 
The Device Support Facilities has a function that also helps to distinguish if the 
hardware is suspected to be the cause of a data error. This is determined by testing 
certain hardware functions. 
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Description of Resources 

This section describes the System Exception reports printed by the EREP program 
and the error handling functions provided by the Device Support Facilities program. 
Later, guidelines will be given on how to use information from the System Exception 
reports to perform Device Support Facilities functions. 

System Exception Reports Description 

System Error Summary (Part 2) 

Subsystem Exception, DASD 

The EREP program prints a full set of System Exception reports in a single job step; 
however, you need only three of these reports for information on disk storage errors. 
The other System Exception reports apply to other components or are intended 
primarily for service representatives. 

The three System Exception reports you will use for disk storage error handling are: 

• System Error Summary (Part 2) 
• Subsystem Exception, DASD 
• DASD Data Transfer Summary 

Later, each report will be illustrated along with instructions on how to read it. 

The System Error Summary (Part 2) report applies to disk storage and tape storage. 
The report lists each incident of a permanent 1/0 error. The type of error may be a 
data check or an equipment check. The errors are in sequence according to the time 
they occurred. Each error incident has the job name of the job in progress. A 
probable failing unit is given for each of the errors. 

This report is helpful if there is a problem while running a particular job and you 
want to determine if any type of 1/0 error occurred at the time. The report also is 
helpful in giving a quick perspective of all permanent 1/0 errors during the time 
covered by the report. 

The Subsystem Exception, DASD, report applies only to disk storage. The report 
lists accumulated permanent and temporary errors. The accumulated errors are 
given for each unit in the probable failing unit category. For example, each volume 
with errors is listed in the volume category. The accumulated total will include each 
permanent error listed in the System Error Summary (Part 2). Description of the 
type of error depends on the probable failing unit. 

• If the probable failing unit is a hardware component, permanent and temporary 
errors can be a data, control, or equipment type of error. 

• If the probable failing unit is a volume, both permanent and temporary errors are 
always a data type of error. 
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DASD Data Transfer Summary 

The hardware probable failing units are listed first and th1e volume probable failing 
units are listed last. 

Usage, iri terms of number of thousands seeks and number of megabytes read, is 
given for each unit reporting errors. This information can be used along with the 
total number of errors for the unit to assist in evaluating whether recovery action 
should be taken. 

The DASD exception report will bring to your attention any problems related to disk 
storage operation that may need further investigation and treatment. If the span of 
error records in the report covers more than three days, a message is printed at the 
top of the report. A report that spans longer than three days may not provide the 
most accurate probable failing unit indication because corrective action may have 
been taken. 

To improve the report's usefulness, you can establish limits for the number of 
temporary data errors acceptable in your installation. Probable failing units with 
temporary data errors below this limit will not be printed. Limits can be set for each 
type of error and for each storage control type and disk storage type. (Limits should 
not be set for 3375 and 3380s because temporary data errors have a threshold 
established in the subsystem.) Limit control statements are used to make these 
specifications. If there are units that have errors that are not reported because the 
errors did not exceed the limit, a message gives the total number of such units. 

The DASD Data Transfer Summary report also applies to disk storage but only to 
data check type errors. It gives details of data errors. All volumes that were listed in 
the DASD exception report (where they are listed with a total count of errors) are 
given in this report with details of the data errors for that volume. 

Detailed information is provided for all permanent data errors, because permanent 
errors are logged in the system error log. For temporary errors, the information is 
provided ({the error description (not just the count) is logged in the system error log. 
Whether a temporary error is logged depends on the disk storage product type and 
the area in which the error occurs. Logging is described in the manual, Background 
Reference Information, Publications No. GA26-1675. 

The DASD Data Transfer Summary has two sections, one for Volume probable 
failing units and one for Other probable failing units. The same type of information 
about the data errors is provided in both sections, but the means for recovery action is 
different. 

For data errors in the Volume section, you can use Device Support Facilities for 
recovery action. 

For data errors in the Other section, a service representative is needed. 
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System Exception Reports, Comparison Summary 

System Error Summary Subsystem Exception, DASO DASO Data Transfer 
Summary 

Tape and disk storage devices DASO devices DASO devices 

Permanent errors: equipment and data Permanent and temporary errors: Permanent and temporary 
checks eQuipment and data checks errors: data checks 

Each incident Accumulated totals Details by volume 

Probable failing unit: hardware and vol- Probable failing unit: hardware and vol- Probable failing unit: volume and 
ume ume other 

Number of thousands of seeks 
ll Number of megabytes read 
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Device Support Facilities Description 

Error Handling Functions 

Surf ace Checking 

The Device Support Facilities program has functions for initialization and 
maintenance of disk storage volumes. Commands for error handling appear in both 
categories. 

The Device Support Facilities program provides for checking disk surfaces to 
determine if there are defects on the media. (Data cannot consistently be written 
correctly on a defective area, and this results in detection of errors when the data is 
read.) If there are defects on the surface, the program arranges to bypass them, so 
that no new data is written in the defective area. These surface checking functions 
are specified with parameters of the INSPECT and INIT commands. 

Surface checking is done by writing and reading sets of special bit patterns. The 
checks range in complexity from primary tests to advanced tests. The advanced tests 
require more time and, in general, provide more reliable surface inspection. 

Writing special bit patterns on the track for surface checking destroys any data 
already on the track. Before the write and read tests are started, user data can 
sometimes be saved by the Device Support Facilities program or it can be moved to a 
backup device by using a dump or copy program. 

Checking can be done on individual tracks or blocks, or on all of the tracks or blocks 
of a volume. 

The determination as to whether there is a defect is based on the repeatability of 
errors. If errors recur in the same area, that area of the track is determined to be 
defective. 

The INSPECT command of Device Support Facilities provides for surface checking 
of specific tracks or blocks suspected of having a problem. When checking specific 
tracks or blocks, the advanced tests for the particular disk storage type are used 
where applicable. The Preserve parameter causes existing data to be saved, if it can 
be read. 

All tracks or blocks can be checked with the INIT command. Checking all of a 
volume is first done with a set of primary patterns that accomplish a high-level sifting 
to expose possible errors. The suspected errors are then subjected to an advanced, 
and more time-consuming, set of patterns where applicable. With the INIT 
command, Device Support Facilities does not preserve data; therefore, you must use 
another program to copy the entire volume to another device before using the INIT 
command or the data will be destroyed. Use of the INIT command is not limited to 
the installation process. 

For count, key, and data devices, all tracks also can be checked with the INSPECT 
command. INSPECT All Tracks performs the same type of checking as INIT 
Check. However, the process is generally faster with the INIT command. This is 
because an entire volume usually can be copied faster before executing INIT than 
data can be preserved a track or block at a time, as required while executing 
INSPECT All Tracks. 
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Bypassing Defects 

If surface defects are confirmed by surface checking with the advanced tests, the 
defects are bypassed automatically. 

Bypassing Defects on Count, Key, and Data Devices 

When defects are confirmed, the defective area ori a track is skipped and another 
location on the same track is used. A certain number of defective areas on a track 
can be skipped. Space at other locations on the track is already reserved so it does 
not subtract from that available for user records when making space calculations. If 
this reserved space is exhausted, the entire track is surface-checked again. If too 
many defects remain, the track is flagged as defective and an alternate track is 
assigned. This technique of skip displacement applies for the 3340, 3344, 3350, 
3375, and 3380. The number of skips that can be made per track differs for device 
types: 

3 340 and 3 344 
3350 
3375 and 3380 

l skip 
3 skips 
7 skips 

With the 3330, defective areas on a track cannot be skipped. Instead, an alternate 
track is assigned if there are defects on the track. This applies only for permanent 
data errors. 

All disk storage types reserve certairi tracks for assignment as alternates. 

In addition to the program automatically bypassing defects, the user can specify that 
alternate tracks are to be unconditionally assigned to specific tracks. With this 
function, Device Support Facilities does not perform checking functions. 

When defective areas on a track are skipped or an alternate track is assigned to 
replace a defective primary track, the Device Support Facilities program handles all 
of the associated record keeping. When defective areas are skipped, the skip 
displacement information is recorded in the home address area of the track. If an 
alternate track is assigned, the defective track is flagged in the home address area, 
and record 0 is rewritten. (Record 0 carries the alternate and primary track 
associations: RO of the defective primary track contains the address of the alternate 
track, and R..o of the alternate track contains the address of the defective primary 
track.) 

Wh~n specific tracks or all tracks are checked, the home address and record zero are 
always rewritten. 

If tracks previously flagged as defective are found to be usable while surface 
checking with the INSPECT or INIT command, they are reclaimed for use if the 
Reclaim option is specified. 

Bypassing Defects on Fixed-Block Architecture Devices 

With fixed-block architecture devices, defective blocks are flagged defective and an 
alternate block is assigned. The alternate block is usually on the same cylinder if a 
block is available. 

The user can specify that alterrtate blocks are to be unconditionally assigned for 
specific blocks. With this functioti, Device Support Facilities does not perform 
surface checking. 

When alternate blocks are assigned, Device Support Facilities handles all of the 
associated record keeping. The alternate block information is recorded in the ID 
area that precedes the data area. 
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If blocks previously flagged as defective are found to be usable while surface 
checking with the INIT command, the blocks are reclaimed for use with the Reclaim 
option of the INIT command. 

Rewriting Home Address and Record Zero 

After checking the surface of specific tracks or all tracks, Device Support Facilities 
rewrites the home address and record zero on count, key, and data devices. If the 
program detects data errors in the home address or record zero while performing 
surface checking, it handles the problem automatically. 

Besides Device Support Facilities detection of home address errors while surface 
checking, data errors in the home addresses may be recognized from sense 
information in error reports. In this case, functions are available for you to 
deliberately rewrite home addresses and record zeros. 

If data checks occur in the home address of more than one track, there may also be a 
potential problem reading home addresses of other tracks. The problem usually can 
be handled by rewriting the home addresses of all the tracks on the volume with the 
Device Support Facilities INIT command with the Validate parameter. The 
addresses are rewritten without checking the surface for possible defects. 

Device Support Facilities attempts to reconstruct and rewrite the home address in the 
original location on the track. If it is not possible to rewrite the home address in the 
same location, attempts are made to move it to a different location on the track on 
3340, 3344, 3350, 3375, and 3380 devices. This relocation does not subtract from the 
available track capacity. 

Hardware and Data Verification Tests 

Functions provided with the ANALYZE command help distinguish whether a data 
error was caused by a hardware problem. These functions are for device types that 
have non-removable head and disk assemblies. Hardware tests exercise various 
hardware components by trying seek, write, and read operations. These operations 
are done on the tracks used for maintenance. Results are reported in diagnostic 
messages. With the ANALYZE command, only permanent errors are reported. 

The ANALYZE command also has data verification tests to test the readability of 
user records. · 
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Device Support Facilities Error Handling Functions, Comparison Summary 

f \ u 
ANALYZE Command (No Scan) INSPECT Command (Tracks) INIT Command (Check) 

Exercises hardware. Surface-checks specific tracks (or blocks) Surface-checks all tracks (or 
blocks) on volume. 

Writes and reads advanced test patterns. Writes and reads primary test 
patterns. If defects are detect-
ed, writes and reads advanced 
test patterns. 

Reports a drive failure in diagnostic Bypasses surface defects. Bypasses surface defects. 
message. Rewrites HAs and ROs on count, key, Rewrites HAs and ROs on count, 

and data devices. key, and data devices. 

INIT Command (Validate) 

Rewrites all HAs and ROs on 
count, key, and data devices. 
Does not check the surface. 

( I v 
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How to Read the EREP System Exception Reports 

The following pages show you how to read the EREP System Exception reports for 
information on data errors. It is suggested that you review these pages and then 
return to them for reference as needed. 

Errors are categorized by type and recoverability. 

• Error types described are equipment checks and data checks. 

• Recoverability defines an error as temporary or permanent. A temporary error is 
one that was corrected or recovered with retry by the subsystem or system error 
recovery procedures. A permanent error is one that could not be corrected or 
recovered by these procedures. 

12 IBM Disk Storage Management Guide - Error Handling 
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How to Read the Title Line 

0 

0 

0 

_() 

0 

The title of each EREP report appears at the top left side of the page. Titles as they 
appear in the EREP printout are shown for: 

• System Error Summary (Part 2) 

• Subsystem Exception DASD 

• DASD Data Transfer Summary 
Probable Failing Unit - Volume 
Probable Failing Unit - Other 

To the right of the title, in the center of the page, are dates. First is the date the 
report was printed. Below this are the dates of the period covered by the report. 

The dates are based on a day-of-year calendar, where days are counted consecutively 
starting with January 1. The date is given as five numbers. The first three numbers 
are the days of the year. For example, 261 is September 18. (Many business 
calendars also give the day of the year in this manner.) The next two numbers are the 
last two numbers of the year, for example, 81. 

DASO DATA TRANSFER SUMMARY 
PROOAOLE FAILING UNIT - OTHER 

REPORT 
PERIOD 

DATE 
FROM 
TO 

261 81 j) 
260 81 
261 81 I 

I 

0 DASO DATA TRANSFER SUMMARY 
PROBABLE FAILING UNIT - VOLUME 

HE PORT 
PER I-OD 

DATE 
FROM 

261 81 ) 260 81 
I 

0 SUBSYSTEM EXCEPTION 
DASO 

SYSTEM ERROR SUMMARY 
(PART 2) 

TIME JOBNAME 

DATE 260/81 

00:55:07:52 BATCH13 
01:31:38:95 DPHSM313 
01:43:56:36 DPHSM313 
01: 51.l: LJ3: 84 DPHSM313 
n1 ·l1(l· '.) .. .. ~ 

""
1 f11APr. 

-

CPU 

B 
B 
B 
A 
A 

PHYSICAL 
ID TYPE PCUA 

XX-74-03 3330 0783 
78-7C-06 3350 079E 
78-7C-06 3350 079E 
78-7C-06 3350 079E 
RR-7L' - --

TO 261 81 

I 

REPORT DATE 261 81 j\ PERIOD FROM 260 81 
TO 261 81 

REPORT DATE 261 81 
PERIOD FROM 260 81 

TO 261 81 

SCUA VOLUME ERROR DESCRIPTION J 

I. 

0785 EDSWK3 PERMANEN.T EQUIPMENT C 
079[ HSM313 PERMANENT DATA CHECK 
079E HSM313 PERMANENT EQUIPMENT C 
079E HSM313 PERMANENT DATA CHECK I - ,..~ ..... ...,~ ... ,,..,T' F"\ATA ,. - - - .. 

Figure 1. Tides in System Exception Reports 
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How to Read the System Error Summary (Part 2) 

Item Description 

This column gives the date and time the errors occurred. 

The date shown in this column is the date the error occurred. All of the errors in the example were 

TIME m on the same day, 260/81 (September 17, 1981 ). 

The times shown in this column are for each of the permanent errors. The first four numbers apply 
to the hours and minutes. For example, the first error occurred at 00:55 ( 12:55 AM). The next 
four numbers are seconds and hundredths of seconds. 

(I] 
This column gives the name of the job in progress when the permanent error occurred. The name is 

JOB NAME up to eight alphanumeric characters assigned by the programmer. In the example, two data checks 
occurred while iob DPHSM313 was in progress. 

The alphabetic characters in this column identify the CPU that received the error record. In the 
period covered in this report, three CPUs, with alphabetic identifiers B, A, and E, reported errors. 

CPU lI] At the bottom of the report, the alphabetic identifiers for all of the CPUs covered by the report are 
given with their model and serial numbers. In the example, CPU A is a S/370 Model 168 with 
serial number 090021. Two of the CPUs, C and D, had no permanent tape or disk storage errors 
durino the oeriod of the reoort. 

This column shows a 6-digit physical ID required by the EREP program. The first two digits refer to 
the storage control, the next two to the controller, and the final two to the device (access 

PHYSICAL ~ mechanism) in use when the error occurred. For example, three permanent errors occurred when 
ID running job DPHSM313, while storage control 78, controller 7C, and device 06 were in use. The 

physical ID represents either a real physical ID set with switches or a physical ID made up especially 
for the EREP orogram. 

This column gives the product number. In the example, the 3330, 3350, and 3370 disk storage 
reported permanent errors. The 3420 tape storage also reported errors. 

TYPE lI1 Note: The DASO reports of this same date may include other disk storage types, such as the 3380, 
which were not included in the System Summary, because they had no permanent errors. The 
DASO reoorts include both oermanent and temoorary errors. 

PCUA [§] You do not need the information in this column. 

This column shows a 3-digit unit address (preceded by a zero) that identifies a channel, storage 

SCUA lI1 control, controller, and device. The SCUA is the address actually used for selection and is the 
address from which sense information was received. In the example, disk storage with SCUAs of 
785, 79E, 89C, and 383 reported data checks. 

VOLUME []] This column gives the 6-digit volume serial number that identifies the volume in use at the address 
when the errors occurred. 

ERROR (i] This column defines the kind of error. They may be equipment or data checks. They are all 
DESCRIPTION g oermanent. 

PROBABLE 
[Q] 

This column names the probable source of the error as determined by the EREP program. It may be 
FAILING a channel, storage control, controller, device, or volume. In the sample report, there are two 
UNIT orobable failing units of device and seven of volume. 

Therefore, for each probable failing unit, we have a job name, a CPU, a pliysical ID, a product type, a unit address, 
and a volume serial number. If the probable failing unit is a volume, we need only the volume serial number to find the 
volume in the two DASD reports. 

As a summary example: on 260/81at01:31, while job DPHSM313 was running on CPU B (168 serial 060740) at a 
3350 (selected by unit address 79E), volume HSM313 had a permanent data check. The probable failing unit was the 
volume. [j] 
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SYSTEM ERROR SUMMARY ~ 

GJ (PART 2) ~ 3 [i] 00 fig] 
I I ,......,~ 

PHYSICAL PROBABLE 
TIME JOBNAME CPU ID TYPE PCUA SCUA VOLUME ERROR DESCRIPTION FAILING UNIT 

DATE 260/81 

Ii] 0 

0 

00:55:07:52 BATCH13 B XX-74-03 3330 0783 0785 EDSWK3 PERMANEN.T EQUIPMENT CHECK DEVICE 
01:31:38:95 DPHSM313 B 78-7C-06 3350 079E 079E HSM313 PERMANENT DATA CHECK VOLUME 
01:43:56:36 DPHSM313 B 78•7C·06 3350 079E 079E HSM313 PERMANENT EQUIPMENT CHECK DEVICE 
01 :51i:43:84 OPHSM313 A 78-7C-06 3350 079E 079E HSM313 PERMANENT DATA CHECK VOLUME 
01:40:31:42 BP101APC A 88-7C-04 3350 079C 089C SPRTHll PERMANENT DATA CHECK VOLUME 

0 01:43:26:34 BP101 APC A 88-7C-04 3350 079C 089C SPRTH4 PERMANEIH DATA CHECK VOLUME 
02:111:12:64 BP101APC A 88-7C-04 3350 Ol9C 089C SPHlflll PERMANrNT DATA CHECK VOLUME 
13: 10:33:28 SYSTEM E XX-11-03 3370 0383 0383 MARKCI PERMANENT DATA CHECK VOLUME 

0 16:33:22:95 ESR B N/A 3420 0674 0674 END OATA/CRC CHECK ,VOLUME 

*************************************************************************************************************************** 
0 CPU MODEL SER I AL NUMBER 

0 A 0168 090021 
B 0168 060740 

0 
c 3033 0201182 
D 3033 020024 
E 4341 011617 

Figure 2. System Summary (Part 2) Example 

( . u 
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How to Read the Subsystem Exception, DASD 

Item 

PROBABLE 
FAILING 
UNIT 

FAILURE 
AFFECT 

CPU 

PHYSICAL 
ADDRESS 

Descriotion 

This column is organized by probable failing unit categories: channel {CHAN), storage control unit 
(SCU), controller (CONT), device (DEV), and volume {VOL). All of the units in each category that 
had errors are listed with probable failing unit identifiers and product type number. The following 
digit identifiers are used to identify probable failing units. When a physical ID is used to identify a 
probable failing unit, the physical ID represents either a real physical ID set with switches or a 
physical ID made up especially for the EREP program based on an address. 

CHAN - channel address digit followed by xx (for example 02xx). 
(D SCU - physical ID of storage control or storage director (for example 18-xx-xx). 

CONT - physical ID of controller (for example, xx-22-xx). No controller is shown in the illustration. 
DEV - physical ID of controller and device (for example, xx-7C-06). 
VOL - serial number of volume (for example HSM313). 

For example, there was an error at a device probable failing unit with the physical ID xx-7C-06 on a 
3350. There also was an error on a volume probable failing unit with serial number HSM313 on a 
3350. (If both of the errors were reported from the same 3350, the physical addresses, to the 
right, will be the same.) 

[lJ You do not need the information in this column. 

As in the Syst8{" Error Summary {Part 2), the alphabetic identifiers in this column identify the CPU 
[!} that received the\error records. At the bottom of the report, the alphabetic identifiers for all of the 

CPUs covered bv the reoort are aiven with their model and serial numbers. 

r:;-, This column contains an identifier of a serviceable unit. It is a 3-digit physical address (preceded by 
~ a zero) or a 6-digit physical ID for units that have physical IDs (set with switches). For example, the 

physical address 79E, belonaing to a 3350, is listed twice, once for device and once for volume. 

This column gives the total permanent errors and total temporary errors for each unit with errors. 
For example, scanning down the probable failing unit column to volume, HSM313 had a total of 2 
permanent errors and volume MARKCI had 1 permanent and 19 temporary errors. 

If the probable failing unit is a volume, the permanent and temporary error is always a data error 
associated with a read operation. 

Values for temporary data errors at a volume do not represent the same thing for all disk storage 
types. 

TOTALS [[] • For 3330, 3340, 3344, 3350, and 3370 disk storage types, the value is the total number of 
PERM TEMP data errors for that volume. For example, volume MARKCI had a total of 19 temporary data 

errors. Because there can be only two digits in the temporary column, the highest number of 
temporary errors printed is 99. Even though 99 is printed, there may actually have been more 
than 99 temporary errors attributed to that probable failing unit. You may wish to establish 
limits that will apply to your installation. 

• For 3375 or 3380, the value is the number of times the temporary data error rate threshold 
was exceeded on that volume. For example; volume VM8001 exceeded the data error rate 
threshold one time. These device thresholds are established for the product by IBM, and the 
threshold value is the same for all devices of that oroduct tvoe. 

IMPACT OF You do not need the information in these columns when the probable failing unit is a volume, 
TEMPORARY []] because volume errors are always associated with a read operation. (The abbreviations are 
ERRORS interpreted as follows: EQU CHK equipment check, SKS = seeks, RD = read, OVRN = overrun. 

OTHER refers to items B, C, D, and I as defined on the too line across the columns.) 

USAGE 

UNK 

The usage column gives the total number of seeks (times 1000) and total number of megabytes 
r'71 read during the period the permanent or temporary errors occurred at that volume. For example, 
L!J during the period when volume HSM313 had two permanent read errors, there were 18,000 seek 

operations and 504 megabvtes read. 

fOl A statement about unknowns may be printed after the regular listings. Such an unknown indicates 
L2.J that records were logged that should not have been, or a probable failing unit could not be 

determined from the sense information. 
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At the bottom of the report is the number of units excluded due to limits that were set by the installation on temporary 
errors reported. In the example, there were no units excluded. 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

[[] 
0 

0 

0 

0 
0 

I 

I 

SUBSYrE~AS~XCE:TIO~ '~ [f] ii 5 ~i~?~b ~~b~ m i1 [qJ gJ 
P~OBAB ET PAR I TY CHK C-:CHECK DATA~I SK TE CHK l-INY£~s9MiI6¥f6~ TEMPORARY ERRORS--- I '---uSAGE:---
FAl LI NG FAILURE PHYSICAL ---TOTALS--- EQU 1000 Ml;L 
UN IT AFFECT CPU ADDRESS PERM TEMP CflK SKS RD OVRN OTHER SKS READ 
****************************************"'*'*****************************************'**********'""**********'********* 
CHAN 02XX CHAN/SCU lOT AL 3 N/ A N/ A 

A 0260 1 3 32 
A 02B3 2 2 99 1530 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ SCU 18-XX-XX CHAN/SCU lOIAL 2 2 N/A N/A 
3830 B 071t5 2 2 3 118 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ DEV XX-7C-06 DEV TOTAL 1 N/A N/A 
33.50 B 079E 1 18 504 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ VOL SPRTH4 DATAXFR TOTAL 3 N/A N/A 
3350 A 079C 3 41 392 

HSM313 DAT AX FR TOTAL 2 N/A N/A 
3350 AB 079E 2 18 504 

MARKCI DAT AX FR TOTAL 19 19 N/A N/A 
3370 E 0383 19 1~ 6. 850 

BALI BT OAT AX FR TOTAL 99 99 N/A N/A 
3330 B 0218 99 99 20 920 

US PET DAT AX FR TOTAL 30 30 N/A N/A 
33110 B· 0238 30 30 241 83113 

VM8001 DATAXFR HJTAL NIA N/A 
3380 c 06-10-00 131 3878 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ UNK UNKNOWN TOTAL N/A N/A 
B 0709 

***************************************************************************************************************** 
0 UNIT(S) EXCLUDED DUE TO LIMITS 

CPU MODEL SER I AL NUMBER 

A 0168 090021 
B 0168 060740 
c 3033 020482 
D 3033 020024 
E 4341 011617 

** ENTRIES WITH AN ASTERISK INDICATE THAT DASDID CARDS WERE NOT FOUND FOR THE UNIT. 
NOTE: "IMPACT OF TEMPORARY ERRORS" IS THF NUMBER OF TIMES ERROR THRESHOLD HAS BEEN EXCEEDED. 
NOTE: BLANK ENTRIES INDICATE ZERO VALUES OR NOT APPLICABLE. N/A = NOT AVAILABLE. 
NOTE: ZERO ENTRIES INDICATE RECORDS EXIST IN EREP REPORTS BUT THRESHOLDS WERE NOT EXCEEDED. 

Figure 3. Subsystem Exception, DASD Example 
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How to Read the DASD Data Transfer Summary 
Recall that this report has a Volume section and an Other section. Only the volume section will be explained. All of 
the errors in this section are data errors with volume probable failing units. 

FIRST 
LINE 

Item 

SECOND 
LINE 

Description 

Each volume is listed beginning with the unit address used to select the volume, then the device 
OJ type, and then the volume serial number. For example, the first volume shows Unit Address 79E, 

Device Type 3350, Volume HSM313. 

m For each volume, a CPU and physical address are given. For example, the first volume shows CPU 
A, Physical Address 7 9E. 

FAILURE AT '31 
ADDRESS W 

For each volume, one or more addresses are given where errors occurred. For count, key, and data 
devices, addresses are cylinder and head numbers. (The hexadecimal cylinder and head numbers are 
translated to decimal values for the report, but are in hexadecimal in the sense information.) For 
example, volume HSM313 at a 3350 with unit address 79E had errors at the address: 

Cylinder 0270, Head 28 
OR FAILURE f"'Cls 
AT BLOCK l.2..1 For fixed-block architecture devices, addresses are block numbers (in decimal), and cylinder, head, 

and sector numbers (in decimal). For example, volume MARKCI at a 3370 selected with unit 
address 383 had errors at the address: 

Block 256413, CCHS 0344-05-35 

Below each address is the date and time of the last sense record and 24 bytes of sense information, 
fA1 in hexadecimal. If more than one error is reported for an address, the sense information applies to 

SENSE L'.'!.J the last error. The only sense information you may need are the last four digits, which contain a 
INFORMATION symptom code. 

00000000 00000000 00000000 00000000 00000000 OOOOxxxx 

Error counts for permanent and temporary data errors are shown on the right side of volume 
information, with titles above the column. 

Values for temporary errors are interpreted as follows. Note that under Temporary, there are two 
possibilities: Offset Invoked No or Yes. 

PERM []] For 3330, 3340, 3350, 3370: The values under Temporary are all logged temporary data errors. 
TEMPORARY r:;i The value is always listed under Offset Invoked No. The number 0 always appears under Threshold 

THRESHOLD 
LOGGING 
(Temporary 
Errors) 

LlJ Logging. For example, Volume USPET had 30 temporary logged data errors .. 

For 3375 and 3380: The values under Temporary Offset Invoked No are the number of times the 
data error rate threshold for the volume was exceeded. The value under Temporary Offset Invoked 
Yes is the number of times the offset threshold was exceeded. For example, volume VM8001 
exceeded the error rate threshold one time and an offset was not invoked. 

Only the 33 7 5 and 3380 will have values under the Threshold Logging columns. For these device 
types, the value under Threshold Logging is the number of errors at that address while the string 

[[) was in logging mode. For example, 3380 volume VMSOO 1 exceeded the temporary data error 
threshold 1 time, and there are 15 errors logged at cylinder 0770, head 01. Also there are 2 errors 
logged at the other address. Other volumes on the string also may have values under the Threshold 
Logging column although there are no values under the other error columns. This is because all 
volumes on the string are placed in logging mode when any volume causes logging mode to begin. 
No examples are shown. 

It is possible for 3330, 3350, and 3370 disk storage to have temporary data errors that were not 
logged, and therefore, no cylinder and head numbers are available. The volumes are listed after all 
the listings. None are shown in the example. The error will be included in the error count in the 
DASO exception report. 
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DASO DATA TRANSFER SUMMARY REPORT D~TE 261 81 
PROBABLE FAILING UNIT - VOLUME PERIOD FROM 260 81 

[iJ TO 261 81 ~ 

0 

0 

0 
;fN§F lrmmrs I rii1-----i . 1 TEMPORARY9 . 

~ ,....J.-, OFFSET INVK ,.,T_H_R-ES_H_O_L_0_1 
PERM NO YES LOGGING 

••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••••• 
UNITAODRESS 079E DEVTYPE 3350 VOLUME HSM313 

--+--+..,;+.... ___ CPU A PHYSICAL ADDRESS 079E 

l _ _J...__,.~---FAI LURE AT ADDRESS: CYLINDER 0270 HEAD 28 
LAST SENSE AT: 260/81 03:54:43:80 

0 

0 

0 

0 

0 

08000000 020E3C43 OlOEOOlC 020AOOOO 00000000 00004943 

UNITAOORESS 079C DEVTYPE 3350 
CPU A PHYSICAL ADDRESS 079C 

VOLUME SPRTH4 

FAILURE AT ADDRESS: CYLINDER 0160 HEAD 19 
LAST SENSE AT: 260/81 01:43:26:34 

08000000 020E3C43 OOA00013 020AOOOO 00000000 00004943 

FAILURE AT ADDRESS: CYLINDER 0217 HEAD 23 
LAST SENSE AT: 260/81 02:14:12:64 

08000000 020E3C43 00090017 020AOOO© 00000000 00004943 

UNITAOORESS 0383 DEVTYPE 3370 
CPU E PHYSICAL ADDRESS 0383 

VOLUME MARKCi 

51-....._ ___ _ 
0 

FAILURE AT BLOCK: 256413 CCHS 0344-05-35 

0 

0 

0 

0 

0 

0 

0 

LAST SENSE AT: 022/82 13:10:33:28 
08015001 58052345 06000002 0003E99E 000601FE 50084945 

FAILURE AT BLOCK: 263532 CCHS 0354-00-18 
LAST SENSE AT: 022/82 08:55:15:61 

08015001 62001250 06000003 0004056ID 00050200 28000000 

UNITADDRESS 0238 DEVTYPE 3340 
CPU B PHYSICAL ADDRESS 0238 

VOLUME USPET 

FAILURE AT ADDRESS: CYLINDER 0081 HEAD 12 
LAST SENSE AT: 260/81 01:00:51:03 

00001000 2A5BOF53 0051000C 020COOOO 100008BF 10000000 

UNITADDRESS 0720 DEVTYPE 3380 VOLUME VM8001 
CPU C PHYSICAL ADDRESS 06-10-00 

FAILURE AT ADDRESS: CYLINDER 0655 HEAD 00 
LAST SENSE AT: 260/81 23:41:29:82 

00001000 008F2053 01220000 08951000 0600007A 0001COOO 

FAILURE AT ADDRESS: CYLINDER 0770 HEAD 01 
LAST SENSE AT: 260/81 16:13:20:39 

00001000 00023153 01950001 08951000 06000F5A 00400000 

2 0 0 0 

2 0 0 0 

0 0 0 

0 0 

0 16 0 0 

0 30 0 0 

0 0 0 2 

0 0 15 0 

0 

0 

******~****~**~************•******************************************************* 

0 

CPU 

A 
13 
c 
D 

MODEL SER 1 AL NUMBER 

090021 
0607110 
0201182 
020024 

Q NOTE: CYLINDER/HEAD/BLOCK NUMBERS ARE DEC I MAL VALUES 
NOTE: UNITADDRESS IS THE LOGICAL ADDRESS OF THE DEVICE 

Figure 4. DASD Data Transfer Summary Example 

) Volume HSM313 

Volume SPRTH4 

Volume MAR KCI 

} Volume USPET 

Volume VM8001 
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How to Quickly Find Volume Information 

0 

0 

0 

0 
System 

0 Error 
Summary 0 {Part 2) 

0 

0 

0 

0 

0 

0 

0 

0 

0 
Subsystem 
Exception 
DASO 

0 

0 

0 

0 

0 

0 

0 
DASO 0 
Data 
Transfer 0 
Probable 0 Failing 
Unit- 0 
Volume 0 

0 

0 

In the following illustration, volume probable failing units are circled in each report. 

ERROR SUMMARY 
PART 2) 

TI ME JOBNAME CPU 

DATE 260/81 

00:55:07:52 
01:31:38:95 
01:43:56:36 
01 : 51~: 43: 811 
01:40:31:42 
01:43:26:34 
02: 111: 12:64 
13: 10:33:28 
16:33:22:95 

BATCH13 
DPHSM313 
OPMSM313 
DPHSM313 
Bl'lOJAPC 
BP101Al'C 
8P101APC 
SYSTEM 
ESR 

B 
B 
B 
A 
A 
A 
A 
E 
8 

PHYSICAL 
ID 

XX-74-03 
78-7C-06 
78-7C-06 
78-7C-06 
88-7C-Oti 
88-7C-Oti 
88-7C-04 
XX-11-03 

N/A 

TYPE 

3330 
3350 
3350 
3350 
33?0 
33')0 
3350 
3370 
31120 

PCU.\ 

0783 
079[ 
079E 
079£ 
079C 
079C 
079C 
0383 
0674 

REPORT DATE 261 81 
PER I OD FROM 260 81 

SCUA e 2::.:: DESCRIPTION 

0785 EDSWK3 PERMANEN.f EQU I PMf.NT CHECK 
079E HSM313 PERMANENT DATA CHECK 
079E HSM3 l 3 PERMANENT EQUIPMENT CHECK 
079E HSM313 PERMANENT DATA CflECK 
089C Sl'RTHli PERMANENT DATA CHECK 
m.19c SPRTllll PERMANENT DATA CHECK 
089C SPRHl!i PERMANENT DATA CHECK 
038.3 MARKCI PERMANENT DATA CHECK 
0671~ END OATl\/CRC CHECK 

PROBABLE 
FAILING UNIT 

*************************************·H-**i<'*******************"""*********'if.************il•*************************************** 
CPU MODEL SER I AL NUMBER 

A 0168 090021 
8 0168 0607110 
c 3033 0201~82 
D 3033 02002ti 
E ti341 011617 

SUBSYSTEM EXCEPTION REPORT DATE 261 81 
DASO PER I OD FROM 260 81 

TO . 261 81 
B-BUS OUT PARITY CllK C-CHECK DATA CHK D-DISl<ETTE CHK 1-INV<llKED OFFSETS 
PROBABLE ---1 MPAGT OF TEMPORARY ERRORS--- ---USAGE---
FA I LI NG FAILURE PllYSICAL ---TOTALS--- EQU 1000 MB. 
UN IT AFFECT CPU ADDRESS PERM TEMP CHK SKS RD OVRN OTHER SKS READ 
*********************************************************************************************•H-******************* 
CHAN 02XX CHAN/SCU TOTAL 3 N/A N/A 

A 0280 1 3 32 
A 02B3 2 2 99 1530 

-- -- - -- - - - - - - -+- - - - -- - - - -+- - - -- - - -+- - -- -- - - - -+-- - - - -+- - - -- - -+-------+--- - - -+--- -:..-+- -- - --+- --- - -- - +- -----+---- --+ 
SCU 18-XX-XX CHAN/SCU TOTAL 2 2 N/A N/A 

3830 s 07ti5 2 2 3 118 

- - - - - - - -+- - - - - -- - - -+------- -+----------+------+--- -- - -+- - - - -- -+-- ----+----- -+------+--------+------+------+ 
SPR1H4 DAT AX FR TOTAL 3 N/A N/A 

3350 A 079C 3 41 392 

HSM313 OAT AX FR 
3350 AB 

MARKCI DAT AX FR 
3370 

BALI BT DATAXFR 
,3330 B 

USP ET DATAXFR 
3340 8 

VM8001 DAT AX FR 
3380 c 

DASO OMA TRANSFER SUMMe 
PROBABLE FAILING UNIT - VOLUME 

079E fJEVTYPE 3350 
Pl!YSICAL ADDRESS 079E 

TOTAL 
079E 

TOTAL 
0383 

TOTAL 
0218 

TOTAL 
0238 

TOTAL 
06-10-00 

19 
19 

99 
99 

30 
30 

REPORT DATE 2'61 81 
PER I OD FROM 260 81 

TO 261 81 

SENSf COUNTS 
TEMPORARY 

19 
1!) 

99 
99 

30 
30 

OFFSET I NVK HIRl'SflOLD 
PERM NO YES LOGGING 

*******"f***•H-¥··tt****'lf.***************"'"*-i<• 

FAii.UH[ AT AfJDRESS: CYLINDER 0270 HF.:AO 28 2 0 0 
LAST Sl:NSE AT: 260/81 03:511:113:80 

013000000 020E3C43 0·1OEOO1 C 020AOOOO 000 000 00004943 

UN I TAfJDRESS 079C DEVTYPE 3350 
CPU I\ P!IYS I CAL ADDRESS 079C 

FAILURE AT ADDRESS: CYLINDER 0160 H 0 0 0 
LAST SENSE AT: 260/81 01:ti3:26:3!1 

08000000 020E3C43 OOA00013 020AOOOO 00000000 00004943 

N/A N/A 
18 504 

N/A N/A 
6 850 

N/A N/A 
20 920 

N/A N/A 
2111 8343 

N/A N/A 
131 3878 
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Guidelines for Recovery Action 

The following guidelines explain how to use the EREP System Exception reports to 
interpret an error situation and to determine which error handling function of Device 
Support Facilities to use to treat the cause of a data error. You will need to evaluate 
the error situation in relation to the circumstances in your installation, such as the 
job in progress and the data set being used at the time. For instance, the same error 
that would cause you to take prompt action if it occurred in a catalog data set might 
be disregarded if it occurred on a volume being used for scratch purposes. 

Although guidelines are given, the procedures you implement to handle errors should 
be tailored to suit the unique requirements and performance objectives of your 
particular installation. 

The most effective control of operations can be achieved by reviewing error 
information and performing recovery on a regular basis, so that error situations do 
not accumulate. For most situations, your recovery actions with Device Support 
Facilities can be scheduled at a convenient time for minimum impact on system 
performance. 

Error Handling During Normal Production 

These guidelines apply to errors that occur during normal production with EREP 
reports available. 
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Steps in Error Handling 

u 

l) 

Print the EREP System Exception reports every day and review them for error 
information. 

Use the System Summary (Part 2), when needed, to investigate a known problem. If 
you have been notified that an error occurred when a particular job was in progress or 
at a particular time, examine the System Error Summary (Part 2) to determine if the 
problem may have been caused by a permanent 1/0 error. If there is a permanent 
error associated with a disk storage, examine the Subsystem Exception, DASD. 

Use the Subsystem Exception, DASO, to determine whether there are hardware 
problems requiring a hardware service representative or data errors you should handle 
with the Device Support Facilities program. Use the report for routine review of 
possible permanent or temporary disk storage errors and for known permanent disk 
storage errors found in the System Summary (Part 2). 

Are there hardware probable failing units with errors? These are listed as channel, 
storage control, controller, and device. 

Are there volume probable failing units with dµta errors? Volumes are listed after 
all the hardware probable failing units. All errors at a volume are data errors. 

For each probable failing unit category, look for the device type and probable failing 
unit identifier. For volumes, this is the volume serial number. Then read across the 
column to find the total permanent and temporary errors. 

With information obtained from the Subsystem Exception, DASD, use these 
guidelines. 

• If a hardware probable failing unit has a permanent error, call a hardware service 
representative. 

• If a volume probable failing unit has a permanent error, proceed to the DASD 
Data Transfer Summary. 

• If a volume probable failing unit has temporary errors, decide whether the 
temporary errors are excessive. All temporary errors, up to a maximum of 99, are 
reported for the 3330, 3340, 3344, 3350, and 3370. If you establish a threshold 
for your installation to limit the number of temporary errors reported, this 
threshold number may then be used as the criterion for judging whether 
temporary errors are excessive. For the 3375 and 3380, a listing in the temporary 
column indicates the established threshold has been exceeded. If this occurs one 
or more times, action with Device Support Facilities is recommended. 
(Temporary errors and their impact will be discussed later.) If the temporary 
errors are excessive, proceed to the DASD Data Transfer Summary. 
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In this example: 

[]] A device probable failing unit, identified by xx-7C-06, on a 3350 with physical 
address 79E has one permanent error. 

[I] A volume probable failing unit, identified by SPRTH4, on a 3350 with physical 
address 79C has three permanent errors. 

@:] A volume probable failing unit, identified by HSM3 l 3, on a 3350 with physical 
address 79E, has two permanent errors. Note that this is the same physical 
address as in item(]]. 

HJ A volume probable failing unit, identified by MARKCI, on a 3370 with 
physical address 383 has one permanent error and 19 temporary errors. 

[[] In addition, the foUowing volumes have only temporary errors. Volume 
BALIBTon a 3330 has 99, or more, temporary errors. Volume USPET on a 
3340 has 30 temporary errors. Volume VM8001 on a 3380 has exceeded the 
temporary threshold one time. 

SUBSYSTEM EXCEPTION REPORT DATE 261 81 
DASO PER I OD FROM 260 81 

TO 261 81 
B-BUS OUT PARITY CHK C-CHECK DATA CHK D-DISKETTE CHK I· INVOKED OFFSETS 
PROBABLE ---IMPACT OF TEMPORARY ERRORS--- ---USAGE---
FA!LING FAILURE PHYSICAL ---TOTALS--- EQU 1000 MB. 
UNIT AFFECT CPU ADDRESS PERM TEMP CHK SKS RD OVRN OTHER SKS READ 
***************************************************************************************************************** 
CHAN 02XX CHAN/SCU TOTAL 3 3 N/A N/A 

A 0280 1 1 3 32 
A 0203 2 2 99 1530 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ SCU 18-XX-XX CHAN/SCU TOTAL 2 2 N/A N/A 
3830 B 07145 2 2 3 118 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ 
1 l--+----1 DEV XX-7C-06 OEV TOTAL 1 N/A N/A 

3350 B 079E 1 18 504 

--------------+----------+--------+----------+------+-------+-------+------+------+------+--------+------+------+ Ti--+-..,....-1 VOL SPRTHl4 DATAXFR TOTAL 3 N/A N/A 
~ 3350 A 079C 3 141 392 

m~.......----. HSM313 
3350 

HJ---- MARKCI 
3370 

BALI BT 
3330 

USP ET 
3340 

0 VM8001 
3380 

DATAXFR TOTAL 2 N/A N/A 
AB 079E 2 18 504 

DAT AX FR TOTAL 19 19 N/A N/A 
0383 19 1~ 6 850 

DATAXFR TOTAL 99 99 N/A N/A 
B 0218 99 99 20 920 

DAT AX FR TOTAL 30 30 N/A N/A 
B 0238 30 30 241 8343 

OAT AX FR TOTAL N/A N/A 
c 06-10-00 131 3878 

For the situations from the example, the following actions are indicated: 

1. A service representative should be called for the error with the hardware 
probable failing unit in item[l]. 

2. The DASD Data Transfer Summary should be examined for the permanent 
errors reported at volume SPRTH4 on a 3350 in item(I]. 

3. A volume probable failing unit with the same physical address (79E) as in item 
[!]has an error in item@]. Because there is evidence of a hardware problem, 
further investigation of the volume problem will be determined by the hardware 
service representative called for the 3350 as described in item ITJ. 

4. The DASD Data Transfer Summary should be examined for the errors 
reported at volume MARKCI on a 3370. 

5. For the temporary errors of item[[], the DASD Data Transfer Summary 
should be examined for the errors on VM8001 at a 3380. Further investigation 
of the errors at BALIBT and USPET depends on the requirements of your 
installation. 
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Use the DASD Data Transfer Summary to determine the track or block addresses 
where data errors occurred on a given volume. These are the tracks or blocks that 
should be checked with Device Support Facilities for possible defect skipping or 
alternate block assignment. 

The way the functions of Device Support Facilities are used depends on the number 
of track or block addresses with errors and whether the errors are permanent or 
temporary. 

Using the volume serial number obtained from the Subsystem Exception, DASD, 
find the same volume serial number on the DASD Data Transfer Summary. 
Confirm that the device type and physical address are the same as those for the 
volume in the Subsystem Exception, DASD. 

How many times does Failure at Address appear for that volume? This gives the 
number of track or block addresses with data errors on that volume. 

Are the errors permanent or temporary? For each track or block address, look to the 
right to find whether the data error at that address is permanent or temporary. (The 
permanent errors are listed first.) 

With the information obtained from the DASD Data Transfer Summary, the 
following steps can be used as general guidelines. (Later, other considerations will be 
discussed and specific guidelines will be given for each device type.) 

• Tlilke measures to protect data, depending on whether errors are permanent or 
temporary and on the Device Support Facilities command used. This important 
consideration will be discussed later. 

• For devices with a removable disk pack or data module, you may try moving it to 
another drive. (There is a risk in moving a 3330 pack.) If data errors do not 
recur, call a hardware service representative to investigate a possible hardware 
problem. 

For devices with non-removable head and disk assemblies, use the Device Support 
Facilities ANALYZE command with the No Scan parameter. If a drive problem 
is reported in a message, call a hardware service representative to investigate a 
possible hardware problem. · 

lf data errors did recur when the pack or module was moved or if no hardware 
problem was reported when executing the ANALYZE command, proceed to the 
next item. 

• If a few addresses have errors, use the Device Support Facilities INSPECT 
command to check each track or block that has errors. Obtain the track or block 
address from the DASD Data Transfer Summary. (A track address is given as 
cylinder and head numbers. In other manuals, the address is sometimes referred 
to as cylinder and tracks. They mean the same. A block address for fixed-block 
architecture device types is given as a relative block number.) 

If many addresses have errors, or if the home addresses should be rewritten, use 
the Device Support Facilities INIT command to check all of the tracks or blocks 
on the volume, or call a hardware service representative. 
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In the example: 

Volume HSM313 on a 3350 shows one track address with two permanent data 
errors. This same volume was used in the Subsystem Exception, DASD 
example, but because there was a hardware probable failing unit at the same 
physical address a service representative was recommended. However, if there 
was not a hardware probable failing unit with the same address, the one track 
on this volume should be checked with Device Support Facilities. 

Volume SPRTH4 on a 3350 has permanent errors at two tracks. Both tracks 
should be checked with Device Support Facilities. The track addresses are 
cylinder 0160, head 19 and cylinder 0217, head 23. 

Volume MARKCI on a 3370 has one permanent error and three temporary 
errors at one block address. This block should be checked with Device Support 
Facilities. Whether you check block 263532 because of its 16 temporary errors 
depends on the requirements of your installation. 

Volume USPET on a 3340 has 30 temporary errors at one track address, which 
probably should be checked with Device Support Facilities. The 30 errors 
might be because the track had defects in more than one place or because the 
same data was frequently read. 

Volume VM8001 on a 3380 has :no permanent errors, but the temporary error 
threshold was exceeded one time, with errors at four track addresses. 
(Temporary errors on 3380 and 3375, and which tracks to check, will be 
discussed later.) 

Volume BALIBT on a 3330 is listed at the bottom of the report, but with no 
cylinder and head numbers because the errors were not logged. This can also 
happen for a 3350 and 3370. (Temporary errors for 3330, 3370, and 3350 will 
be discussed later.) 
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DASO DJ\TA TRANSFER SUMMARY 
PROBABLE FAILING UNIT - VOLUME 

REPORT DATE 
PERIOD FROM 

TO 

81 
81 
81 

SENS[ COUNTS 
TlMP.ORARY 

OfFSET I NVK THRESHOLD 
PERM NO YES LOGGING 

*********~************************************************************************* 

UNITAODRESS 079E OEVTYPE 3350 VOLUME HSM313 
CPU A PllYSICAL ADDRESS 079E 

FAI AT l\OORESS: CYLINDER 0270 HEAD 28 
LJ\SI AT: 260/81 03:511:113:8;) 

08000000 020E3C43 010£001C 020AOOOO -00000000 00004943 

UNITAflDRESS 
CPU A 

DEVTYPE 3350 
ADDRESS 079C 

VOLUME SPRTHt1 

FAILURE AT ADDRESS: CYLlNDER 0160 HEAD 19 
LAST SENSE AT: 260/81 01:43:26:3;~1 

08000000 020E3Cll3 OOA00013 020A-OOOO 00000000 000049ll3 

fAILDRE AT ADDRESS: CYLINDER 0217 HEAD 23 
LAST SENSE AT: 260/81 02:14:12:6~ 

08000000 020E3C43 OOD90017 020AOOOO 00000000 00004943 

UNITADDRESS 0383 DEVTYPE 3370 VOLUME MAR1<CI 
CPU E PHYSICAL ADDRESS 0383 

fAI LURE AT BLOCK: 256413 CCHS 0344-05-35 
LAST SENSE AT: 022/82 13:10:33:28 

08015001 58052345 06000002 0003E99E 000601FE 50084945 

fAI LURE AT BLOCK: 263532 CCHS 0354-00-rn 
LAST SENSE AT: 022/82 08:55:15:61 

08015001 62001250 06000003 00040560 00050200 28000000 

UN1TADDRESS 02~8 DEVTYPE 3340 VOLUME USPET 
CPU B PHYSICAL ADDRESS 0238 

FAILURE AT ADDR'ESS: CYLINDER 0081 HEAD 12 
LAST SENSE AT: 260/81 01:00:51:03 

oooornon 2A5BOF53 0053000C 020COOOO l00008BF 10000000 

UNITADDRESS 0720 DEVTYPE 3380 VOLUME VM8001 
CPU C PHYSICAL ADDRESS 06-10-00 

FAILURE AT ADDRESS: CYLINDER t1655 HEAD 00 
LAST SENSE Ar: 2.60/81 23:111:29:82 

00001000 008F2'053 -01220000 08951000 0600007A OOOlCOOO 

FAI L1JRE AT ADDRESS: CYLINDER 0770 HEAD 01 
LAST S[NSE AT: 260/81 16:13:20:39 

00001000 00023153 01950001 08951000 06000f5A 001100000 

FAILURE AT ADDRESS: CYLINDER 0328 HEAD 02 
LAST SENSE AT: 260/81 22: 31~: 11: 07 

00001000 00481253 01480002 195C1000 0600072A 00100000 

FA.I LURE AT ADDRESS: CYLINDER 0532 HEAD 07 
LAST SENSE AT: 260/81 23:14:05:02 

00001000 00142753 OOA70007 07811000 06000284 06000000 

2 0 O· 

2 0 0 

0 0 

0 

0 l6 0 

0 30 0 

0 0 0 

0 0 

0 0 0 

0 0 0 

TME FOLLOW I NG ENTRIES HAVE ONLY MOR RECORD TYPES. HIEREFORE, NO CYLINDER/HEAD 
ADDRESSES ARE REPORTED. SEE THE EXCEPT i'ON -REPORT FOR THE EHROR COUNTS. 

VOLUME BAL tBT 

0 

0 

0 

0 

0 

0 

2 

15 

2 

2 

**************************************~**********************~********************* 
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Considerations for Permanent and Temporary Errors 

A permanent data check usually requires recovery action. If you receive immediate 
notification of the error, you will probably follow a standard procedure and attempt 
to rerun the job. The error, though permanent, may have been caused by a transient 
condition, and may not be repeated when the operation is retried. If the permanent 
error is repeated, the information needed for processing the job may have to be 
obtained from a backup copy. Then, at a more convenient time, you can take 
recovery action with Device Support Facilities using information obtained from the 
DASD Data Transfer Summary. 

When a temporary data check occurs, the affected data is available for processing, so 
the operation in progress continues without interruption. The question is whether the 
time and resources required for the subsystem and system error recovery procedures 
cause significant impact on performance. In general, the impact on performance is 
not regarded as significant enough to take time and system resources to use Device 
Support Facilities, unless the frequency of temporary data checks is excessive or they 
occur in the same place repeatedly and the data is frequently used. 

Your action can eliminate two possible causes of temporary data checks, even though 
you cannot always determine the cause before taking recovery action. If the data 
error was caused by a transient electrical interference when the data was written, the 
problem is usually eliminated by reading, the data and then rewriting it when data is 
preserved by Device Support Facilities or when copied to a different device and then 
restored. If the error was caused by a defect on the disk surface, the defect can be 
bypassed with Device Support Facilities. 

Specific treatment of temporary errors depends on the device type, but for all devices 
it is recommended that you use Device Support Facilities immediately after you 
dump the volume to another device for routine backup. Use the INSPECT command 
to surface-check specific tracks or blocks and bypass defective areas or the INIT 
command with the Check parameter to surface-check all of the volume and bypass 
defective areas. This routine procedure will eliminate the cause of most temporary 
errors and prevent the accumulation of such errors. 

28 IBM Disk Storage Management Guide Error Handling 

/~ 
'. ) 

•, 

(~ 



/ ' u 
Use of Device Support Facilities 

Security Functions 

Check Number Specification 

Results When Surf ace Checking 

When used with an operating system, Device Support Facilities implements security 
functions. Refer to the Device Support Facilities manual for information on these 
security functions and what you can do to obtain surface checking of these areas. 

The Check parameter of the Device Support Facilities INSPECT and INIT 
commands includes a specification for a check number. 

With primary tests, which are used for the first phase of checking all tracks, 
specification of this check number controls the number of check passes made. This 
means that when checking all of the tracks with the INIT command, you can control 
the number of passes made with primary patterns. The highest number recommend
ed is three. 

With advanced tests, the number of passes is controlled by the program for disk 
storage types that have defect skipping: 3340, 3344, 3350, 3375, and 3380. A check 
number should be specified, although the program disregards it for these tests. For 
the 3330 and fixed-block devices which do not have defect skipping, Check (3) is 
recommended when using the INSPECT command to check specific tracks. 

With the INSPECT and INIT commands, Device Support Facilities will reliably 
locate defects that cause permanent data checks. The surface checking functions are 
also an effective means for determining defects that can cause temporary errors, but 
the degree of effectiveness varies with the test patterns used for checking. 

When checking all tracks on a volume (using the INIT command), the defects 
detected may not appear to be consistent if the command is issued more than one 
time. Defects may not be detected when the function is performed the first time, but 
if the command is issued again, defects may be detected, and this inconsistency may 
persist on subsequent runs. This happens when checking the surface of all tracks 
because the program first uses primary test patterns, which save time but do not 
permit as refined an analysis as the more advanced patterns. Any defects detected 
with these primary patterns are then subjected to the advanced tests and defects that 
are confirmed are bypassed. 

A defect detected on a subsequent run is associated with a very small surface 
irregularity. Such irregularities may be detected under slightly varying conditions. 
A data check resulting from this type of defect is correctable with the ECC and, 
therefore, is a temporary error. These small defects are not likely to cause 
permanent errors and should not be a cause of concern unless the number is very 
excessive. If they should appear excessive, consult your hardware service 
representative. 
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Data Protection 

The specific guidelines for each device type, which follow'this section, make 
recommendations for protecting your data in every way possible. 

When checking specific tracks with the Device Support Facilities INSPECT 
command, the Preserve parameter is the default. If the program cannot read the 
data because of a permanent data check, it terminates processing of that track. 

When checking a track because of a permanent data check, it is likely that the 
permanent data check will again occur, but because of the possibility that the data 
might be readable, the specific guidelines recommend trying the Preserve parameter, 
even for permanent data checks. If the data cannot be read, you can specify that 
checking proceed with the No Preserve parameter. 

When checking a track because of a temporary data check, it is likely that the data 
can be read and preserved by Device Support Facilities. 

With the Preserve parameter, data is temporarily saved in main storage and the data 
can be lost if the system or program terminates abnormally. With the No Preserve 
option, any data on the track will be destroyed. For these reasons, it is recommended 
that before using the Device Support Facilities checking function, an effort should be 
made to copy the data to another device whenever possible. Use a copy utility or 
dump and restore program that is appropriate for your operating system. 

With the INIT command, Device Support Facilities does not preserve data. You 
must copy any data on the volume to another device or data on the volume will be 
destroyed by execution of the INIT command. Use a copy utility or dump and restore 
program that is appropriate for your operating system. 

(While reading data to be preserved or moved to a backup device, the standard error 
correction and recovery procedures for the device are used, when using an operating 
system.) 

Comma.nds and Parameters for Error Handling 

The specific guidelines for each device type, which follow this section, give the Device 
Support Facilities commands and parameters required for performing recovery 
actions for data errors at a probable failing unit of volume. In addition, you will need 
to include the addressing information applicable to your situation. 

You may also wish to use some of the optional parameters described in the Device 
Support Facilities manual. There are optional parameters to verify a volume serial 
ID, reclaim a track that has been previously bypassed as defective, and for security 
processing. 

If-Then-Else Statement Sequence 

The specific guidelines for each device type, which follow this section, include the 
Device Support Facilities If-Then-Else statement sequence to control command 
execution. Using this sequence, you can specify more than one operation, with 
execution of the second operation dependent on the results of the first operation. You 
specify the results to be compared by using the comparison operator condition code, 
Lastcc. If the comparison is true, the next operation is executed. 
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Failure to Execute Command 

Use of Other Manuals 

When to Use the EREP Manual 

If Device Support Facilities cannot execute a command because of a hardware 
problem, caU a hardware service representative. The hardware problem will be 
reported as an equipment check in a Device Support Facilities message. 

It is intended that the guidelines in this Error Handling Manual be used with 
reference details obtained from other manuals. 

Refer to Environmental Recording, Editing, and Printing Program, Order Number 
GC28-0772, for information on how to obtain the System Exception reports. The 
EREP manual contains information needed for making up a physical ID for use by 
the EREP program and for establishing limits on temporary errors that are printed in 
the Subsystem Exception, DASD, report. These specifications are made with 
DASDID and LIMIT control statements. 

When to Use Device Support Facilities Manual 

Refer to Device Support Facilities User's Guide and Reference, Order Number 
GC35-0033, for detailed programming instructions. 

The Device Support Facilities manual includes differences in systems and standalone 
environments, differences in operating systems, and differences in online and offline 
execution. 

Where to Find Data Copy Information 

Refer to the utility manuals or Device Facilities Data Set Services program manual 
for information on how to copy data from one device to another. These manuals are 
listed in the bibliography in the Preface. 
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Specific Guidelines by Device Type 

The following pages provide tables with specific error handling guidelines for each 
device type. 

After using the recommended recovery actions, review the DASD Data Transfer 
Summary on subsequent days to verify that the same tracks or blocks treated with 
the Device Support Facilities do not again show errors. 

If the recommended recovery actions do not correct the problem or if a call for a 
service representative is the recommended action, you should have the following 
information available for use by the service representative. 

• System Exception reports obtained before recovery action was taken. 

• Device Support Facilities output. 

• System Exception reports obtained after recovery action was attempted. 

To use the tables, select the device and condition you need to treat. Your recovery 
actions are described for each conqition. Identify the condition based on information 
obtained for the DASD Data Transfer Summary, as described in "Steps in Error 
Handling." 

The tables are preceded by any special instructions needed for each device type. 
(Guidelines for the 3375 and 3380 are combined because they are identical.) 

When using the guidelines in the tables you will need to refer to the Device Support 
Facilities manual for the precise syntax to use in specifying commands and 
parameters. 

The tables for each device type are arranged in the order in which conditions should 
be treated. If a volume shows more than one condition in the DASD Data Transfer 
Summary, treat the condition with the highest priority first. By first treating the 

· condition with the highest priority that applies, you may take care of any other 
existing conditions of a lesser priority. 
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Following is an index to the tables for each device type, with the conditions arranged 
in the priority you should treat them. 

3330 Conditions • • • . . • • • . • . • • • . • • • • • • • • • • • • • • • • • • • • 34 
1. Permanent, 1 to 10 tracks 
2. Temporary, with cylinder and head numbers 
3. Temporary, with no cylinder and head numbers 
4. Permanent, 11 or more tracks 
5. Temporary, 11 or more tracks 

3340 Conditions • . • • • . • . . • . • • • • • • . • . • • . • • • • • • • • • • 36 
1. Permanent, 1 to 10 tracks 
2. Temporary 
3. Permanent, 11 or more tracks 
4. Temporary, 11 or more tracks 

3344 Conditions • • • • • . • • • • • • • • • • • • • • . • • • • • • • • • • • • • . 38 
1. Permanent, 3 to 10 tracks 
2. Permanent, 1 or 2 tracks 
3. Temporary 
4. Permanent, 11 or more tracks 
5. Temporary, 11 or more tracks 

3350 Conditions • • . . • • • • . • • • • • • • • • • • • • • • • • • • • • • . • • • 40 
1. Permanent or temporary, 3 or more tracks, 

with symptom code 4940 or 4941 
2. Permanent, 3 to 10 tracks, 

but not symptom code 4940 or 4941 
3. Permanent, 1 or 2 tracks 
4. Temporary, 1 to 10 tracks, with cylinder and head numbers, 

but not symptom code 4940 or 4941 
5. Temporary, no cylinder and head number 
6. Permanent, 11 or more tracks 
7. Temporary, 11 or more tracks 

3370 Conditions • • • • . • • • • . • . • • • • . • • • • • • • • . • • • • . . • 44 
1. Permanent, 3 to 10 blocks 
2. Permanent, 1 or 2 blocks 
3. Temporary, 1 to 10 blocks, with block numbers 
4. Temporary, 1to10 blocks, with no block numbers 
5. Permanent, 11 or more blocks 
6. Temporary, 11 or more blocks 

3375 and 3380 Conditions. . • • • • • • • • • • • • • • • • • • • • • • • • • • • • 47 
1. Temporary, with offset invoked at 3 or more tracks 
2. Permanent, 3 to 10 tracks 
3. Permanent, 1 or 2 tracks 
4. Temporary, 1 to 10 tracks, but offset 

not invoked at 3 or more tracks 
5. Permanent, 11 or more tracks 
6. Temporary, 11 or more tracks 
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Error Handling for 3330 

Special Instructions 

Be cautious about moving the disk pack to another drive. If there is a serious defect 
on the disk, it is possible to damage a head at the other drive. 

For permanent data checks, Device Support Facilities automatically assigns an 
alternate track if defects on the track are confirmed with surface checking. 

For temporary checks, with cylinder and head numbers, you can use the INSPECT 
command to unconditionally assign an alternate track without surface checking the 
track. 

If excessive temporary data checks are reported in the DASD exception report, but 
cylinder and head numbers are not given in the DASD data transfer report, you can 
use the INIT command with Check (3). If surface defects are confirmed, the 
cylinder and head numbers of the tracks are reported in Device Support Facilities 
messages. Or you can call a hardware service representative to put the device in 
logging mode to obtain this information. You can then use the INSPECT command 
to unconditionally assign an alternate track, if you decide to take action. 

Before deciding to assign an alternate track for temporary errors, consider the 
consequence that when data is later read or written, time will be required to detour to 
the alternate track and return to the normal data location. 

3330 Condition 1 : Permanent data check at 1 to 10 track addresses. 

Your Action 

You may try moving pack to another drive and 
attempt to read data. If data check does not 
occur, call a service representative for possible 
hardware problems. If data check does occur, 
return disk pack to original drive. 

Device Support Facilities 
Actions 

Preserves data from track if it can 
be read. Checks surface of tracks. 
If data check is repeatable, flags 
track and assigns alternate track 
automatically. 

Use appropriate utility or program to attempt to Rewrites HA and RO. 
copy data from track temporarily to another 
device. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Tracks (cccc hhhh) -
Check (3) -
Assign -
Preserve 

If Lastcc 8 
then 
INSPECT Tracks (cccc hhhh) -

Check (3) -
Assign -
No Preserve 

If data was preserved, restores data 
to alternate track. 
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Your Response to Device 
Suooort Facilities Action 

If data was preserved, eliminate 
temporary copy. If not preserved, 
restore data from temporary copy. 
Otherwise restore data from copy 
created before error occurred and 
update as needed. 
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3330 Condition 2: Temporary data checks at 1 to 10 track addresses, when you wish to assign an alternate track. 

Your Action 

Move pack to another drive and attempt to 
read data. If data check does not occur, call 
service representative for possible hardware 
problem. If data check does occur, return pack 
to original drive. 

Device Support Facilities 
Actions 

Your Response to Device 
Suooort Facilities Action 

If INSPECT executed and data was 
preserved, eliminate temporary 
copy. 

Preserves data from track if it can 
be read. Does not surface check. 
Unconditionally flags primary track 
specified by programmer and as
signs alternate track. Rewrites HA 
and RO. Restores data to alternate 

Use appropriate utility or program to copy data track. 
from tracks temporarily to another device. 

If data could not be preserved, you 
may wish to try to use INSPECT 
with No Preserve. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Tracks (cccc hhhh) -
No Check -
Assign -
Preserve 

3330 Condition 3: Temporary data checks with no track address (cylinder and head numbers), when you wish to 
determine the location of errors. 

Your Action Device Support Facilities Your Response to Device 
Actions Suooort Facilities Action 

Move pack to another drive and attempt to Checks surface of all tracks. If tern- Use Device Support Facilities IN-
read data. If data check does not occur, call porary data checks are repeatable, SPECT command as for condition 2 
service representative for possible hardware gives message with cylinder and temporary data checks to uncondi-
problem. If data check does occur, return pack head numbers of tracks with de- tionally assign alternate track. 
to original drive. fects. Rewrites HA and RO of all 

Restore data from temporary copy. tracks. Rewrites volume label and 
Use appropriate utility or program to copy data VTOC. 
to another device. 

Use Device Support Facilities INIT Check (3). 

3330 Conditions 4 and 5: Permanent or temporary data checks at 11 or more track addresses. 

Your Action Device Support Facilities Your Response to Device 
Actions Suooort Facilities Action 

Call hardware service representative 
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Error Handling for the 3340 

Special Instructions 

There are no special instructions for the 3340. 

3340 Condition 1: Permanent data check at 1 to 10 track addresses. 

Your Action 

Move data module to different drive and at
tempt to read data. If data check does not 
occur, call service representative for possible 
hardware problem. If data check does occur, 
return data module to original drive. 

Device Support Facilities 
Actions 

Preserves data if it can be read. 
Checks surface of tracks. Skips 
defect. If allowable skips are ex
hausted, flags the track and assigns 
an alternate track automatically. 
Rewrites HA and RO. If data was 

Use appropriate utility or program to attempt to preserved, restores data. 
copy data from tracks temporarily to another 
device. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Tracks (cccc hhhh) -
Check ( 1) -
Assign -
Preserve 

If Lastcc 8 
then 
INSPECT Track (cccc hhhh) -

Check ( 1) -
Assign -
No Preserve 

3340 Condition 2: Temporary data checks at 1 to 10 track addresses. 

Your Action 

Move data module to different drive and at
tempt to read data. If data checks do not 
occur, call service representative for possible 
hardware problem. If data checks do occur, 
return data module to original drive. 

Device Support Facilities 
Actions 

Preserves data if it can be read. 
Checks surface of tracks. Skips 
defect. If allowable skips are ex
hausted, flags the track and assigns 
an alternate track automatically. 
Rewrites HA and RO. If data was 

Use appropriate utility or program to copy data preserved, restores data. 
from tracks temporarily to another drive. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Tracks (cccc hhhh) -
Check (1) -
Assign -
Preserve 
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Your Response to Device 
Suooort Facilities Action 

If data was preserved, eliminate 
temporary copy. If not preserved, 
restore from temporary copy. Oth
erwise, restore from copy created 
before error occurred and update as 
needed. 

Your Response to Device 
Suooort Facilities Action 

If INSPECT executed and data was 
preserved, eliminate temporary 
copy. 

If data could not be preserved, you 
may wish to try to use INSPECT 
with No Preserve. 
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3340 Condition 3: Permanent data checks on 11 or more track addresses. 

Your Action Device Support Faci~ities Your Response to Device 
Actions Suooort Facilities Acth>n 

Call hardware service representative 

3340 Condition 4: Temporary data checks at 11 or more track addresses. 

Your Action Device Support Facilities Your R~sponse to Device 
Actions Suooort Facilities Action 

Move data modules to another drive and at- Checks surf ace of all tracks. Skips Restore data from temporary copy. 
tempt to read data. If data checks do not defects. If allowable ~kips are ex-
occur, call· service representative for possible hau~ted, flags the trac~ and assigns 
hardware p.roblem. an alternate· track automatically. 

If data checks do occur, use appropriate utility 
Rewrites HA and RO of all tracks. 

or program to copy data to another device. 
Rewrites vol!-Jme label and VTOC. 

Use Device Support Facilities INIT Check (3). 
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Error Handling for 3344 

Special Instructions 

There are no special instructions for the 3 344. 

3344 Condition 1 : Permanent data checks at 3 to 10 track addresses. 

Your Action 

Use Device Support Facilities, ANALYZE 
No Scan 

If ANALYZE test does not detect hardware 
problems, use appropriate utility or Data Set 
Services to copy as much data as possible 
temporarily to another device. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Track (cccc hhhh) -
Check (1) -
Assign -
Preserve 

If Lastcc = 8 
then 
INSPECT Tracks (cccc hhhh) -

Check (1) -
Assign -
No Preserve 

Device Support Facilities 
Actions 

Exercises hardware. If ANALYZE 
test detects hardware problem, 
issues diagnostic message, 
"Suspected Drive Problem." 

Executes INSPECT. Preserves data 
from track if it can be read. Checks 
surface of tracks. Skips defect. If 
allowable defects are exhausted, 
flags the track and assigns alternate 
track automatically. Rewrites HA 
and RO. If data was preserved, 
restores data. 

3344 Condition 2: Permanent data check at 1 or 2 track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to attempt to Exercises hardware. If ANALYZE 
copy data from track temporarily to another test detects hardware problem, 
device. issues diagnostic message, 

Use the following Device Support Facilities 
command sequence for each track. 

ANALYZE No Scan 
If Lastcc < 8 
then 

Do 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign -
Preserve 

If Lastcc = 8 
then 
INSPECT Tracks (cccc hhhh) -

Check (1) -
Assign -
No Preserve 

End 

"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. Preserves data from track 
if it can be read. Checks surface of 
tracks. Skips defect. Ir allowable 
defects are exhausted, flags the 
track and assigns an alternate track 
automatically. Rewrites HA and 
RO. If data was preserved, restores 
data. 

38 IBM Disk Storage Management Guide - Error Handling 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, use appropriate utility or 
program to dump as much data as 
possible to another device. Call 
service representative for possible 
hardware problem. 

If INSPECT executed, do the follow
ing. If data was preserved, elimi
nate temporary copy. If not pre
served, restore data from temporary 
copy, or from copy created before 
error occurred and update as need
ed. 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call hardware service 
representative for possible hardware 
problem. 

If INSPECT executed, do the follow
ing. If data was preserved, elimi
nate temporary copy. If not pre
served, restore data from temporary 
copy, or from copy created before 
error occurred and update as need
ed. 
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3344 Condition 3: Temporary data checks at 1 to 10 track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from tracks, temporarily to another device. test detects hardware problem, 

Use the following Device Support Facilities 
command sequence for each track. 

ANAL VZE No Scan 
If Lastcc < 8 
then 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign -
Preserve 

issues diagnostic message, 
"'Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. If data can be preserved, 
checks surface of tracks. Skips 
defect. If allowable skips are ex
hausted, flags the track and assigns 
an alternate track automatically. 
Rewrites HA and RO. Restores 
data. 

3344 Condition 4: Permanent data checks at 11 or more track addresses. 

Your Action Device Support Facilities 
Actions 

Call hardware service representative 

3344 Condition 5: Temporary data checks at 11 or more track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from volume temporarily to another device. test detects hardware problem, 

Use Device Support Facilities 
ANALYZE No Scan 

issues diagnostic message, 
"Suspected Drive Problem." 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call hardware service 
representative for possible hardware 
problem. 

If INSPECT executed, and data was 
preserved, eliminate temporary 
copy. 

If data could not be preserved, you 
may wish to try INSPECT with No 
Preserve. 

Your Response to Device 
Suooort Facilities Action 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call hardware service 
representative for possible hardware 
problem. 

If Lastcc < 8 
then 

If ANALYZE test does not detect If INIT executed, restore data from 
hardware problem, executes INIT. temporary copy. 

INIT Check (3) Checks surface of all tracks. Skips 
defects. If allowable skips are ex-
hausted, flags the track and assigns 
an alternate track automatically. 
Rewrites HA and RO of all tracks. 
Rewrites volume label and VTOC. 
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Error Handling for 3350 

Special Instructions 

If permanent or temporary data che.cks occur on 3 to 10 tracks, examine the last four 
characters of the sense information for each track address. (Recall that sense 
information is given in the DASD Data Transfer Summary.) These last four digits of 
the sense information are a symptom code. If they are 4940 or 4941 at 3 or more 
tracks, special treatment is needed, as described in the table for condition 1. If you 
cannot copy your data, a hardware service representative may be able to help you. 

If excessive temporary data checks are reported in the Subsystem Exception report, 
but cylinder and head numbers are not given in the DASD Data transfer Summary, 
you can use the INIT command to check all of the tracks on the volume, as described 
in the table for condition 5. 

A 3350 processing in 3330 emulation mode may be examined as a 3330 by following 
the specific guidelines given for the 3330. Instead of moving the pack to another 
drive, use the AN ALY ZE No Scan function to determine if there is a suspected 
drive problem. If checking the 3350 as a 3330 device, defects will not be skipped. 
However, you may wish to perform error handling as it applies to a 3350 to obtain 
defect skipping. To do this, follow these steps: 

1. Copy the 3330 volumes to another device. 

2. Call a hardware service representative to put the device in 3350 (native) mode. 

3. Use the Device Support Facilities INIT command with Check (3). The 
program will surface-check all of the disks of the 3350 head and disk assembly, 
and skip any defects. 

4. Have a hardware service representative put the device back into emulation 
mode. 

5. Re-initialize the 3330 volumes using the INIT command with Validate. 

6. Restore the data that was copied to another device. 
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3350 Condition 1: Permanent or temporary data checks when 3 to 10 track addresses show sense bytes with last four 
digits 4940 or 494 1 . 

Your Action 

Use appropriate utilities or program to copy 
data from volume temporarily to another de
vice. 

Use Device Support Facilities 
ANALYZE No Scan 
If Lastcc < 8 
then 
INIT Check ( 1) 

Device Support Facilities 
Actions 

Exercises hardware. If ANALYZE 
test detects hardware problem, 
issues diagnostic message, 
"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN IT. 
Checks the surf~ce of all tracks. 
Skips defects. If allowable skips are 
exhausted, flags the track and as
signs an alternate track automatical
ly. Rewrites HA and RO of all 
tracks. Rewrites volume label and 
VTOC. 

Your Response to Device 
Support Facilities Action 

If "Suspected Drive Problem" 
message, call service representative 
for possible hardware problem. 

If INIT executed, restore data from 
temporary copy. 

3350 Condition 2: Permanent data checks at 3 to 10 track addresses. The following instructions do not apply if 3 or 
more track addresses show 4940 or 4941 in the last four digits of the sense bytes. Instead, go to the instructions for 
condition 1. 

Your Action 

Use Device Support Facilities, ANALYZE 
No Scan. 

If ANALYZE hardware test passes, use appro
priate utility or Data Set Services to copy as 
much data as possible temporarily to another 
device. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Track (cccc hhhh) -
Check (1) -
Assign -
Preserve 

If Lastcc = 8 
then 
INSPECT Tracks (cccc hhhh) -

Check (1) -
Assign -
No Preserve 

Device Support Facilities 
Actions 

Exercises hardware. If ANALYZE 
test detects hardware problem, 
issue diagnostic message, 
"Suspected Drive Problem." 

Executes INSPECT. Preserves data 
from track if it can be read. Checks 
surface of tracks. Skips defect. If 
allowable skips are exhausted, flags 
the track and assigns alternate track 
automatically. Rewrites HA and 
RO. If data was preserved, restores 
data. 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, use appropriate utility or 
program to copy as much data as 
possible to another device. Call' 
service representative for possible 
hardware problem. 

If data was preserved, eliminate 
temporary copy. If not preserved, 
restore data from temporary copy, 
or from copy created before error 
occurred and update as needed. 
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3350 Condition 3: Permanent data checks at 1 or 2 track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to attempt to Exercises hardware. If ANALYZE 
copy data from track temporarily to another test detects hardware problem, 
device. issues diagnostic message, 

Use the following Device Support Facilities 
command sequence for each track. 

ANALYZE No Scan 
If Lastcc < 8 
then 

Do 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign 
Preserve 

If Lastcc = 8 
then 
INSPECT Track (cccc hhhh) -

Check ( 1) 
Assign -
No Preserve 

End 

"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. Preserves data from track 
if it can be read. Checks surface of 
tracks. Skips defect. If allowable 
skips are exhausted; flags the track 
and assigns an alternate track auto
matically. Rewrites HA and RO. If 
data was preserved, restores data. 

Your Response to Device 
Suooort Facilities Action 

If 11 Suspected Drive Problem 11 

message, call service representative 
for possible hardware problem. 

If INSPECT executed, do the follow
ing. 

If data was preserved, eliminate 
temporary copy. If not preserved, 
restore data from temporary copy, 
or from copy created before error 
occurred and update as needed. 

3350 Condition 4: Temporary data checks at 1 to 10 track addresses (with cylinder and head numbers). The following 
instructions do not apply if 3 or more track addresses show 4940 or 4941 in the last four digits of the sense bytes. Instead, 
go to condition 1. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from tracks, temporarily to another device. test detects hardware problem, 

Use the following Device Support Facilities 
command sequence for each track. 

ANALYZE No Scan 
If Lastcc < 8 
then 
INSPECT Track (cccc hhhh) -

Check (1) 
Assign -
Preserve 

issues diagnostic message, 
"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. If data can be preserved, 
checks surface of tracks. Skips 
defect. If allowable skips are ex
hausted, flags the track and assigns 
an alternate track automatically. 
Rewrites HA and RO. Restores 
data. 
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Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem 11 

message, call service representative 
for possible hardware problem. 

If INSPECT executed and data was 
preserved, eliminate temporary 
copy. 

If data could not be preserved, you 
may wish to try INSPECT with No 
Preserve. 
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3350 Condition 5: Temporary data checks but with no track addresses (cylinder and head numbers). 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from volume temporarily to another device. test detects hardware problem, 

Use Device Support Facilities 
ANALYZE No Scan 
If Lastcc < 8 
then 
INIT Check (3) 

issues diagnostic message, 
"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes INIT. 
Checks the surface of all tracks. 
Skips defects. If allowable skips are 
exhausted, flags the track and as
signs an alternate track automatical
ly. Rewrites HA and RO of all 
tracks. Rewrites volume label and 
VTOC. 

3350 Condition 6: Permanent data checks at 11 or more track addresses. 

Your Action Device Support Facilities 
Actions 

Call hardware service representative. 

3350 Condition 7: Temporary data checks at 11 or more track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from volume temporarily to another device. test detects hardware problem, 

Use Device Support Facilities 
ANALYZE No Scan 

issues diagnostic message, 
"Suspected Drive Problem." 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call service representa
tive. 

If INIT executed, restore data from 
temporary copy. 

·Your Response to Device 
Suooort Facilities Action 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call service representative 
for possible hardware problem. 

If INIT executed, restore data from 
If Lastcc < 8 
then 

If ANALYZE test does not detect temporary copy. 
hardware problem, executes INIT. 

INIT Check (3) Checks surface of all tracks. Skips 
defects. If allowable skips are ex-
hausted, flags the track and assigns 
·an alternate track automatically. 
Rewrites HA and RO of all tracks. 
Rewrites volume label and VTOC. 
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Error Handling for 3370 

Special Instructions 

There are no special instructions for the 3370. 

3370 Condition 1: Permanent data checks at 3 to 10 block addresses. 

Your Action Device Support Facilities 
Actions 

Use Device Support Facilities, ANALYZE No Exercises hardware. If ANALYZE 
Scan. test detects hardware problem, 

If ANALYZE test does not detect hardware 
issues diagnostic message, 
"Suspected Drive Problem." 

problems, use appropriate utility or Data Set 
Services to copy as much data as possible from 
all volumes of head disk assembly temporarily 
to another device. 

Use the following Device Support Facilities Executes INSPECT. Preserves data 
command sequence for each block. from block if it can be r:ead. Checks 

INSPECT Block (rbn) 
surface of blocks. If defect con-

Check (1) 
firmed, flags defective block and 
assigns alternate blocks. If data 

Assign - was preserved, restores data. 
Preserve 

If Lastcc 8 
then 
INSPECT Block (rbn) 

Check (1) -
Assign -
No Preserve 

3370 Condition 2: Permanent data check at 1 or 2 block addresses 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to attempt to Exercises hardware. If ANAL VZE 
copy data from track temporarily to another test detects hardware problem, 
device. issues diagnostic message, 

Use the following Device Support Facilities 
command sequence for each block. 

ANALYZE No Scan 
If Lastcc < 8 
then 

Do 
INSPECT Block (rbn) -

Check (1) -
Assign -
Preserve 

If Lastcc = 8 
then 
INSPECT 

End 

Block (rbn) -
Check ( 1) -
Assign -
No Preserve 

n Suspected Drive Problem. II 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. Preserves data if it can be 
read. Checks surface of blocks. If 
defect confirmed, flags defective 
block and assigns alternate block. 
If data was preserved, restores 
data. 
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Your Response to Device 
Suooort Facilities Action 

If ft Suspected Drive Problem 11 

message, use appropriate utility or 
diagram to dump as much data as 
possible from all volumes of head 
disk assembly temporarily to anoth-
er device. Call service representa-
tive for possible hardware problem. 

If data was preserved, eliminate 
temporary copy. If not preserved, 
restore from temporary copy, or 
from copy created before error oc-
curred and update as needed. 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem ft 
message, call service representative 
for possible hardware problem. 

If INSPECT executed, do the follow
ing. 

If data was preserved, eliminate 
temporary copy, If not preserved, 
restore from temporary copy, or 
from copy created before error oc
curred and update as needed. 
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3370 Condition 3: Temporary data checks with 1 to 10 block addresses. 

Your Action Device Support Facilities 
Actions 

Your Response to Device 
Suooort Facilities Action 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE If "Suspected Drive Problem" 
message, call service representative 
for possible hardware problem. 

from tracks, temporarily to another device. test detects hardware problem, 

Use the following Device Support Facilities 
command sequence for each block. 

ANALYZE No Scan 
If Lastcc < 8 
then 
INSPECT Block (rbn) 

Check (1) -
Assign -
Preserve 

issues diagnostic message, 
11Suspected Drive Problem." 

If INSPECT executed, do the follow
ing. If data was preserved, elimi
nate temporary copy. 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. If data can be preserved, 
checks surface of blocks. If defect If data could not be preserved, you 
confirmed, flags defective block and may wish to try INSPECT witMNo 

Preserve. 
assigns alternate block. Restores 
data. 

3370 Condition 4: Temporary data checks with no block addresses (block numbers). 

Your Action Device Support Facilities Your Response to Device 
Actions Suooort Facilities Action 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE If "Suspected Drive Problem" 
from volume temporarily to another device. test detects hardware problem, message, call service representa-

Use Device Support Facilities 
issues diagnostic message, tive. 

ANALYZE No Scan 
"'Suspected Drive Problem." 

If IN IT executed, restore data from 
If Lastcc < 8 If ANALYZE test does not detect temporary copy. 
then hardware problem, executes INIT. 
INIT Check (3) Checks the surface of all blocks. If 

defect confirmed, flags defective 
block and assigns alternate block. 
!Rewrites volume label and VTOC. 
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3370 Condition 5: Permanent data checks at 11 or more block addresses. 

Your Action Device Support Facilities Your Response to Device 
Actions Sunnort Facilities Action 

() 
\ / 

Call hardware service representative 

3370 Condition 6: Temporary data checks at 11 or more block addresses. 

Your Action Device Support Facilities Your Response to Device 
Actions Sunnort Facilities Action 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE If 11 Suspected Drive Problem" 
from volume temporarily to another device. test detects hardware problem, message, call service representa-

Use Device Support Facilities 
issues diagnostic message, tive. 

ANALYZE No Scan 
"Suspected Drive Problem. 11 

If INIT executed, restore data from 
If Lastcc < 8 If ANALYZE test does not detect temporary copy. 
then hardware problem, executes INIT. 
INIT Check (3) Checks the surface of all blocks. If 

defect confirmed, flags defective 
block and assigns alternate blocks. 
Rewrites volume label and VTOC. 
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Error Handling for 3375 and 3380 

Special Instructions 

Temporary errors may be recovered without offset invoked or with offset invoked. 
(When offset is invoked, the error is successfully recovered by retrying the operation 
with the head in an offset position on the track.) Treatment of temporary errors with 
offset invoked and without offset invoked are treated differently, as described in the 
condition tables. The following describes which tracks to treat under the two 
circumstances. 

With Offset Invoked 

0 

0 

0 

0 

0 

0 

0 

0 

0 

If temporary errors are retried with offset invoked, it may be necessary to rewrite the 
home address. Errors recovered by retry with offset invoked are listed for the 3375 
and 3380 in the DASO Data Transfer Summary under the Offset Invk Yes column. 
The illustration shows that offset was invoked on many scattered tracks of the 
volume. If offset was invoked on 3 or more tracks, special treatment is needed as 
described in the table for condition 1. It is recommended that surface checking also 
be performed. 

DASO DATA TRANSFER SUMMARY 
PROBABLE FAILING UNIT - VOLUME 

REPORT DATE 261 81 
PERIOD FROM 260 81 

TO 261 81 

SENSE COUNTS 
TEMPORARY 

OFFSET INVK THRESHOLD 
PERM NO YES LOGGING 

*********************************************************************************** 

UNITADDRESS 0720 DEVTYPE 3380 VOLUME ZZZZZZ 
CPU c PHYSICAL ADDRESS xx-10-00 __ ,.........-__ Offset 

FAILURE AT ADDRESS: CYLINDER 0355 HEAD 00 
LAST SENSE AT: 118/81 23:41:29:82 

00001000 008F2053 01220000 03951000 o6ooou7A oou1cuoo 

FAILURE AT ADDRESS: CYLINDER 0355 HEAD 01 
LAST SENSE AT: 118/81 14:23:39:42 

00001000 008F2053 01220000 08951000 0600007A UOOICOOU 

FAILUHE AT ADDRESS: CYLINDER 0770 HEAD 
LAST SENSE AT: 118/81 16:13:20:39 

00001000 00023153 01950001 08951000 06UOOF5A 0040UOUU 

fAILUf<E AT ADDRESS: CYLINDER 0328 HEAD 0~> 
LAST SCNSE AT: 118/81 22:311:11:07 

UOUUlOOO 00481253 01480002 195C1000 06UU072A UUlOUOOO 

0 

0 

0 

0 

0 2 0 ·Invoked 

0 0 

0 u 

0 2 0 

With Offset Not Invoked 

For temporary errors, it is recommended that action be taken whenever the error rate 
threshold is exceeded 1 or more times. Examine the DASD Data Transfer Summary 
report to determine which tracks to check when the temporary threshold has been 
exceeded. The value in the temporary column is listed beside the address (cylinder 
and head numbers) where an operation was in progress when the data error rate 
threshold for the volume was exceeded. This does not necessarily mean this cylinder 
and head is the one to check. Errors could have been accumulating at other tracks on 
the volume until a single error at this failure address caused the threshold to 
overflow. 
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0 

0 

0 

0 

0 
Example 1 

0 

0 

0 

0 

0 

0 

0 
Example 2 

0 

0 

0 

0 

0 

0 

0 
Example 3 

0 

0 

0 

To determine which tracks to check for temporary errors, refer to, the examples in the 
illustration. Add the value in the temporary column to the value in the threshold 
logging column. The failure addresses with the highest total values are the tracks 
for corrective action. Refer to the three examples. In each case, the volume has 
exceeded the threshold two times, but the distribution of errors is different in each 
example. The tracks with the highest totals are indicated. When more than one 
track had many errors, both tracks should be checked, as in example 3. 

DASO DATA TRANSFER SUMMARY REPOHT DATE 261 81 
PROBABLE FAILING UNIT - VOLUME PERIOD FROM 260 81 

TO 261 81 

SENSE COUNTS Threshold TEMPORARY 
OFFSET INVK THRESHOLD Exceeded 

PERM NO YES LOGGING 
········-·················································••*********************** 
UNITADDHESS 0720 DEVTYPE 3380 VOLUME ZZZZZZ 

CPU C PHYSICAL ADDRESS xx-10-00 

FAILURE AT ADDRESS: CYLINDER 0655 HEAD 00 0 ro LAST SENSE AT: 118/81 23:'-11:29:82 
00001000 008F2053 01220000 08951000 0600007A 0001COOO 

112 I= FAILURE AT ADDRESS: CYLINDER 0770 HEAD 01 0 0 15 17 
LAST SENS[ AT: 118/81 16:13:20:39 

00001000 00023153 01950001 08951000 06000F5A 00400000 

I 
FAJLURE AT ADDRESS: CYLINDER 0328 HEAD 02 0 I 0 0 2 
LAST SENSE AT: 118/81 22: 3li: 11 : 07 

00001000 001181253 011180002 195C1000 0600072A 00100000 I 
FAILUR[ AT ADDRESS: CYLINDER 0532 HEAD 07 0 0 0 2 
LAST SENSE AT: 118/81 23: 111:05:02 

00001000 00142753 OOA70007 07811000 0600028'-l 06000000 

UNITADDRESS 0720 DEVTYPE 3380 VOLUME ZZZZZZ 
CPU C PHYSICAL ADDRESS XX-10-00 

FAILUR[ AT ADDRESS: CYLINDER 0655 HEAD 00 0 0 0 2 
LAST SENSE AT: 118/81 2 3 : 4 1 : 29: 82 

Highest 00001000 008F2053 01220000 08951000 0600007A OOOlCOOO , , 16 .... Total FAILURE AT ADDRESS: CYLINDER 0770 HEAD 01 0 0 15 = LAST SENSE AT: 118/81 16:13:20:39 Errors 
00001000 00023153 01950001 08951000 06000F5A 00400000 

FAILURE AT ADDRESS: CYLINDER 0328 HEAD 02 0 0 2 
LAST SENSE AT: 118/81 22: 34: 11: 07 

00001000 00'-181253 01480002 195C1000 0600072A 00100000 

FAILURE AT ADDRESS: CYLINDER 0532 HEAD 07 0 0 0 2 
LAST SENSE AT: 118/81 23:14:05:02 

00001000 001'-12753 OOA70007 07811000 06000284 06000000 

UNITADDRESS 0720 DEVTYPE 3380 VOLUME ZZZZZZ 
CPU C PHYSICAL ADDRESS xx-10-00 

FAILURE AT ADDRESS: CYLINDER 0655 HEAD 00 0 0 0 2 
LAST SENSE AT: 118/81 23:41:29:82 

00001000 008F2053 01220000 08951000 0600007A 0001COOO 

CYLINDER 0770 HEAD 01 0 11 0 15 = 16 FAILURE AT ADDRESS: 
LAST SENSE AT: 118/81 16:13:20:39 

00001000 00023153 01950001 08951000 06000f5A 00400000 

JoJ FAILURE AT ADDRESS: CYLINDER 03?8 HEAD 02 0 0 22 = 22 
LAST SENSE AT: 118/81 22:3'-1:11:07 

00001000 001181253 01!180002 195C1000 0600072A 00100000 
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3375 and 3380 Condition 1: Temporary data checks with offset invoked at 3 or more track addresses. (Refer to the 
special instructions for guidance on determining when offset is invoked.) 

Your Action 

Use appropriate utilities or program to copy 
data from volume temporarily to another de
vice. 

Use Device Support Facilities 
ANALYZE No Scan 
If Lastcc < 8 
then 
INIT Check (1) 

Device Support Facilities 
Actions 

Exercises hardware. If ANALYZE 
test detects hardware problem, 
issues diagnostic message, 
"Suspected Drive Problem. n 

If ANALYZE test does not detect 
hardware problem, executes INIT. 
Checks surface of all tracks. Skips 
defects. If allowable skips are ex
hausted, flags the track and assigns 
an alternate automatically. Rewrites 
HA and RO on each track of vol
ume, if possible. Rewrites volume 
label and VTOC. 

Your Response to Device 
Sunnort Facilities Action 

If n Suspected Drive Problem n 

message, call service representative 
for possible hardware problem. 

If INIT executed, restore data from 
temporary copy . 

3375 and 3380 Condition 2: Permanent data checks on 3 to 10 track addresses. 

Your Action 

Use Device Support Facilities, ANALYZE 
No Scan 

If ANALYZE hardware test passes, use appro
priate utility or Data Set Services to copy as 
much data as possible from all volumes of head 
disk assembly temporarily to another device. 

Use the following Device Support Facilities 
command sequence for each track. 

INSPECT Track (cccc hhhh) -
Check (1) -
Assign -
Preserve 

If Lastcc 8 
then 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign -
No Preserve 

Device Support Facilities 
Actions 

Exercises hardware. If ANALYZE 
test detects hardware problem, 
issues diagnostic message, 
nsuspected Drive Problem. n 

Executes INSPECT. Preserves data 
from track if it can be read. Checks 
surface of tracks. Skips defect. If 
allowable skips are exhausted, flags 
the track and assigns alternate track 
automatically. Rewrites HA and 
RO. If data was preserved, restores 
data. 

Your Response to Device 
Sunnort Facilities Action 

If n Suspected Drive Problem II 
message, use appropriate utility or 
program to dump as much data as 
possible from all volumes of head 
disk assembly temporarily to anoth
er device. Call service representa
tive for possible hardware problem. 

If INSPECT executed, do the follow
ing. If data was preserved, elimi
nate temporary copy. If not pre
served, restore data from temporary 
copy, or from copy created before 
error occurred and update as need
ed. 
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3375 and 3380 Condition 3: Permanent data check at 1 or 2 track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to attempt to Exercises hardware. If ANALYZE 
copy data from track temporarily to another test detects hardware problem, 
device. issues diagnostic message, 

Use the following Device· Support Facilities 
command sequence for each track. 

ANALYZE No Scan 
If Lastcc < 8 
then 

Do 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign -
Preserve 

If Lastcc = 8 
then 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign -
No Preserve 

End 

"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. Preserves data from track 
if it can be read. Checks surface of 
tracks. Skips defect and uses dis
placement location on same track. 
If allowable skips are exhausted, 
flags the track and assigns an alter
nate track automatically. Rewrites 
HA and RO. If data was preserved, 
restores data. 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call service representative 
for possible hardware problem. 

If INSPECT executed, do the follow
ing. If data was preserved, elimi
nate temporary copy. If not pre
served, restore data from temporary 
copy, or from copy created before 
error occurred and update as need
ed. 

3375 and 3380 Condition 4: Temporary data checks when threshold exceeded with errors at 1 to 10 track addresses. 
The following instructions do not apply if offset was invoked at 3 or more track addresses. Instead, go to condition 1 . 

I 

Your Action Device Support-~Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from tracks, temporarily to another device. test detects hardware problem, 

Use the following Device Support Facilities 
command sequence for each track. 

ANALYZE No Scan 
If Lastcc < 8 
then 
INSPECT Track (cccc hhhh) -

Check (1) -
Assign -
Preserve 

issues diagnostic message, 
"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes IN
SPECT. If data can be preserved, 
checks surface of tracks. Skips 
defect and uses displacement loca
tion on same track. If allowable 
skips are exhausted, flags the track 
and assigns an alternate track auto
matically. Rewrites HA and RO. 
Restores data. 
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Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call service representative 
for possible hardware problem. 

If INSPECT executed and data was 
preserved, eliminate temporary 
copy. 

If data could not be preserved, you 
may wish to try INSPECT with No 
Preserve. 
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3375 and 3380 Condition 5: Permanent data checks at 11 or more track addresses. 

Your Action Device Support Facilities Your Response to Device 
Actions SuDDOrt Facilities Action 

Call hardware service representative. 

3375 and 3380 Condition 6: Temporary data checks at 11 or more track addresses. 

Your Action Device Support Facilities 
Actions 

Use appropriate utility or program to copy data Exercises hardware. If ANALYZE 
from volume temporarily to another device. test detects hardware problem, 

Use Device Support Facilities 
ANALYZE No Scan 
If Lastcc < 8 
then 
INIT Check (2) 

issues diagnostic message, 
"Suspected Drive Problem." 

If ANALYZE test does not detect 
hardware problem, executes INIT. 
Checks surface of all tracks. Skips 
defects. If allowable skips are ex
hausted, flags the track and assigns 
an alternate track automatically. 
Rewrites HA and RO of all tracks. 
Rewrites volume label and VTOC. 

Your Response to Device 
Suooort Facilities Action 

If "Suspected Drive Problem" 
message, call service representative 
for possible hardware problem. 

If INIT executed, restore data from 
temporary copy. 
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Impact of Error on Data 

Your first concern when there is a disk storage error is the impact on the data and 
the operation in progress. Permanent equipment and data checks usually cause the 
operation to be abnormally terminated, depending on the program in control. 

The impact of an error on data, as well as error recovery actions, depends on the 
source of the error and the type of operation in progress when the error occurred. 
The source of the error determines the amount of data affected by the error situation. 

In addition to the following discussion, refer to Figure 6. 

When the Source is the Hardware 

Validity of Data 

Accessibility of Data 

Path Component 

During a write operation, a hardware problem can cause an equipment check, but no 
data check. If an equipment check occurs during a write operation, there is a 
possibility the data may not be written correctly on the disk. The probability of 
creating a data error under this circumstance is slight because the system error 
recovery procedures automatically retry the operation repeatedly. However, if the 
retry procedures are not successful, the equipment check is permanent and the data 
being written may not be valid. An error created under this circumstance may go 
undetected as a data error on a subsequent read. Therefore, you should consider 
rewriting the data after the hardware problem is remedied by a service representa
tive. 

During a read operation, a hardware problem can cause an equipment check or a 
data check. Assuming the data was written correctly, it can be read correctly once 
the hardware problem is remedied by a service representative. 

Determination of the operation in progress when an error occurred can usually be 
obtained from the job log. 

When the source of an error is the hardware, the continued accessibility of data 
depends on whether the probable failing unit is one of the components in the path 
(channel, storage control, or controller) or the device. 

If the hardware probable failing unit is one of the components in the path, data may 
still be accessible from the device over another path made up of a different 
configuration of components. Whether or not an alternate path can be configl.J:red 
depends on the product type involved, the channel and string switches available, and 
whether there is an alternate controller. 

If another path can be configured with alternate components, there are no 
restrictions on the continued writing and reading of data at the attached disk storage. 
Use of an alternate path when there is an error is under control of the operating 
system. 
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Device 

u 

When the Source is a Volume 

u 

If the hardware probable failing unit is the device, the data is temporarily not 
accessible. 

If a 3330 or 3340, the disk pack or data moduie can be moved to another drive. 
However, with a 3330 disk pack you must be cautious about doing this as a serious 
defect on a disk surface may damage a head at the other drive. If a non-removable 
head and disk assembly, the. data, if required immediately, usually must be obtained 
from a backup source and restored to a different device. Or if immediate access to 
the data is not required, the data can be obtained from the failing unit after it has 
been restored to operation. 

In many cases, a failing device can be serviced while other devices in the same unit or 
string continue to be used. 

When the source of an error is a volume probable failing unit, only a portion of the 
data is affected. 

The data affected can still be read if it is a temporary data check, because automatic 
error recovery procedures successfully retried the opera ti on or reconstructed the 
data. If the error was permanent, and the condition continues, the affected data is 
lost. It can only be obtained from a backup copy, but it can usually be rewritten on 
the same volume at a different location or at the same location after using the Device 
Support Facilities surface checking function. 
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Probable Failing Unit 

Channel 
Storage control (storage director) 

Controller 

Device 

Volume 

Figure 6. Effect of Error on Availability of Data 

Data Affected Recovery 

All DASO strings connected. If perma- If alternate components are availa-
nent error, data is temporarily not ble, data can continue to be written 
obtainable through probable failing and read through another path. 
unit. 

All volumes on string. If permanent 
error, data is temporarily not obtaina
ble through probable failing unit. 

Volume or volumes at a physical de
vice. If permanent error, data is tem
porarily not obtainable from probable 
failing unit. 

If the error is permanent and con
tinuous, service for the probable 
failing unit is required to restore 
use. 

If there is an alternate controller on 
3350, 3375, and 3380, data can 
continue to be written and read 
through the other controller. 

If the error is permanent and con
tinuous, service for the probable 
failing unit is required to restore 
use. 

If removable media, the disk can be 
moved to another drive where data 
can be written and read. (Note: 
Refer to 3330 caution on previous 
page.) If non-removable media, the 
data is not immediately available 
except from backup source. 

If the error is permanent and con
tinuous, service for the probable 
failing unit is required to restore 
use. 

Portion of data on volume. If the error A secondary copy of the lost data 
is a temporary type (because it was may be obtainable from backup 
recovered by the subsystem or sys- source. 
tern), the data is obtainable from the . . .. 
probable failing unit. If the error is Device Support Fac1ht1es program 
permanent and continuous, the primary ~an remedy the cause of the error 
coov of the data is lost. m most cases. 
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Glossary 

CCHH 
ccw 
CPU 

DDA 
DOS 

ECC 
EREP 

Ff A 

HA 

ID 
IFA 

cylinder /head (track address) 
channel command word 
central processing unit 

Direct Disk Ada pt er 
Disk Operating System 

error correction code 
environmental recording, 
editing, and printing program 

File Tape Adapter 

home address (of track) 

identification 
Integrated File Adapter 

MB megabytes 
MVS Multiple Virtual Storage 

OS/VS Operating System/Virtual Storage 

PCUA primary channel unit address 

RACF Resource Access Control Facility 
rbn relative block number 
RO record zero 

SCUA secondary channel unit address 

VM Virtual Memory 
VSAM virtual storage access method 
VTOC volume table of contents 

Glossary 55 



Index 

A 
address 

for Device Support Facilities 30 
unit address 14, 18 

advanced tests 
all tracks 8 
results when surface checking 29 
specific blocks 8 
specific tracks 8 

ANALYZE 
function 10 

B 

general guidelines 25 
use by device type 33 

block number 
address 18, 44 
DASO Data Transfer Summary 18 

blocks 
alternate 9 

· defective 9 

c 

general guidelines 25 
how to treat 33 
surface checking 8 

channel 3 
check number 

INIT 29 
INSPECT 29 

commands 
ANALYZE 10 
failure to execute 31 
if-then-else statement 30 
INIT 8 
INSPECT 8 
specific guidelines 33 
which to use 30 

condition code 30 
conditions, error 

3330 34 
3340 36 
3344 38 
3350 40 
3370 44 
3375 47 
3380 47 

controller 3 
CPU 

DASO Data Transfer Summary 18 
multisystem report 2 
Subsystem Exception, DASO 16 
System Error Summary (Part 2) 14 

customer engineer iii 
cylinder nutµber 

DASO Data Transfer Summary 18 
general guidelines 25 
specific guidelines 33 
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DASO Data Transfer Summary 

description of 5 
description of resources 5 
errors 5 
how to read· 18 
how to use 25 
permanent error 5 
temporary error 5 
verification of recovery 32 
when to use 23 

data 
accessibility 52 
impact of error 52 
protection 30 
recovery 33, 53 

data error 
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permanent error 5 
record zero 10 
source of 3 
temporary error 5 
when detected 2, 3 

data module move 25, 34 
data type error 3 
defect 

bypassing 8 
definition 4 
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effect of 4 
means for recovery 4 
results when surface checking 29 
skip 9 
surface checking 8 

device 
and volume problem 24 
probable failing unit 3 

Device Support Facilities 
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commands 8 
description 8 
error handling functions 8 
general guidelines 25 
home address 10 
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3350 conditions 40 
3370 conditions 44 
3375 and 3380 conditions 47 

disk pack move 25, 34 

f~ 
) 



/ 

I ' 

~I 

E 
equipment error 

permanent error 5 
recovery 4 
temporary error 5 

EREP 2 
error 

cause of 3 
condition 32 
data 3 
handling steps 23 
home address 10 
how to treat 33 
logged 6 
permanent error 5, 12 
record zero 10 
temporary error 5, 12 
time of 14 

error information 
EREP2 
log 1 
system console 

error messages 
log l 
system console 

error, source of 
/basis for recovery 2 

\i how to determine 4 
means for recovery 4 
probable failing unit 3 

G 
general guidelines 25 

H 
hardware problem 

ANALYZE function 10 
general guidelines 23, 25 
impact of error 52 
means for recovery 4 
when error detected 3 

hardware service representative 
customer engineer iii 
general guidelines 25 
means for recovery 4 
when to call 31 

head number 
DASD Data Transfer Summary 18 
general guidelines 25 

home address 
errors 10 
rewriting 10 

I 
if-then-else statement 30 
INIT 

all tracks 8 
check number 29 
destroys data 30 
function 8 
general guidelines 25 
inconsistent results 29 
results when surface checking 29 
use by device type 33 

INSPECT 

J 
job 

L 

check number 29 
function 8 
general guidelines 25 
results when surface checking 29 
specific blocks 8 
specific tracks 8 
use by device type 33 

error while running 5 
general guidelines 23 
log 1 
name 14 
operation in progress 52 

Lastcc 30 
limits 

general guidelines 23 
Subsystem Exception, DASD 16 
temporary errors 6 

logged error 
DASD Data Transfer Summary 18 
errors not logged 18 
specific guidelines 33 

M 
manuals 

N 

for data copy 31 
for Device Support Facilities 31 
for EREP 31 
listed in the bibliography 31 
use of 31 

No Preserve 

0 

destroys data 30 
optional 30 
Preserve 8, 30 
which to use 30 

offset 
invoked 3375 and 3380 47 
3375 18 
3380 18 

operation 

p 

in progress 52 
read 3 
write 3 

permanent error 
conditions 33 
considerations 28 
DASD Data Transfer Summary 18 
data 5 
definition 12 
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equipment 5 
general guidelines 23 
how to determine 12 
how to treat 33 
requires recovery action 28 
Subsystem Exception, DASO 16 
System Error Summary (Part 2) 14 

physical address 
physical ID 16 
serviceable unit 16 

physical ID 
physical address 16 
System Error Summary (Part 2) 14 

Preserve 
data protection 30 
function 8 
saved in main storage 30 

primary test 
all tracks 8 
results when surface checking 29 

priority 
error conditions 32 
recovery actions 32 

probable failing unit 
description 3 
identifiers 16 

R 

means for recovery 4 
steps in error handling 22 
Subsystem Exception, DASO 16 
System Error Summary (Part 2) 14 

read 
operation 3, 5 2 

record zero 
errors 10 
rewriting 10 

recovery actions 

s 

by device type 32 
definition iii 
error conditions 32 
priority 32 
recommended 32 
source of error 2 

SCUA 
System Error Summary (Part 2) 14 

security functions 
Device Support Facilities 29 
INIT 29 

sense information 
DASO Data Transfer Summary 18 
3350 40 

skips 
number of 9 
reserved space 9 
when exhausted 9 
which devices 9 

storage control 3 
Subsystem Exception, DASO 

description of 5 
errors 5 
how to read 16 
how to use 23 
limits for temporary 6 
temporary error 5 
when to use 23 
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advanced tests 8 
all tracks 8 
commands for 8 
inconsistent results 29 
primary test 8 
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system console 1 
System Error Summary (Part 2) 

description 6 
description of 5 
errors 5 
how to read 14 
how to use 23 
when to use 23 

System Exception report 
advantages 2 
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how to read 12 
span of error records 6 
when to print 23 
when to review 23 

temporary error 
conditions 33 
considerations 28 
DASO Data Transfer Summary 18 
data 5 
definition 12 
elimination of cause 28 
equipment 5 
general guidelines 23, 25 
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how to treat 33 
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limits 6, 16 
offset 18, 47 
results when surface checking 29 
routine for handling 28 
Subsystem Exception, DASO 16 
threshold logging 18 
when logged 6 
when to treat 28 

threshold logging 
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offset 18, 47 
337518,48 
3380 18, 48 

time 14 
track 

alternate 9 
conditions 33 
surface checking 8 

track address 
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cylinder number 18 
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general guidelines 25 
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unit address 

address 18 
DASO Data Transfer Summary 18 
System Error Summary (Part 2) 14 
used for selection 14 

usage 

v 

megabytes read 6 
seeks 6 
Subsystem Exception, DASD 16 

verification of recovery 32 
volume 

and device problem 24 
general guidelines 23, 25 
impact of error 53 
means for recovery 4 
serial number 14 
Subsystem Exception, DASD 16 
System Error Summary (Part 2) 14 
when error detected 3 

w 
write 

operation 3, 52 

Numeric 
3330 

check number 29 
Device SupPQrt Facilities actions 34-37 
emulation mode 40 
error handling for 34 
moving disk pack 25, 34 
permanent errors 16 
Subsystem Exception, DASD 16 
temporary errors 16 

3340 
check number 29 
error handling for 36 
moving data module 25 
permanent errors 16 

Subsystem Exception, DASD 16 
temporary errors 16 

3344 
check number 29 
Device Support Facilities actions 38, 39 
error handling for 38 
permanent errors 16 
Subsystem Exception, DASD 16 
temporary errors 16 

3350 016 
check number 29 
Device Support Facilities actions 40-43 
emulation mode 40 
error handling for 40 
permanent errors 16 
temporary errors 16 

3370 
check number 29 
Device Support Facilities actions 44, 45 
error handling for 44 
permanent errors 16 
Subsystem Exception, DASD 16 
temporary errors 16 

3375 
check number 29 
Device Support Facilities actions 49-51 
error handling for 4 7 
offset 47 
permanent errors 16 
Subsystem Exception, DASD 16 
temporary errors 16 
threshold 16 
threshold logging 18, 48 

3380 
check number 29 
Device Support Facilities actions 49-51 
error handling for 4 7 
offset 47 
permanent errors 16 
Subsystem Exception, DASD 16 
temporary errors 16 
threshold 16 
threshold logging 18, 48 

Index 59 



(~ 
. J 

n 
/ 



...: 

ai 
E .s . 
~ E 
:~ 
.5 ·~ 
t:: 'S 
0 -.,,, "' 
~ ~ 
E g 

"'1::1 Cl> 

~~ 
E 'ti 
2 Cl> 
::s E 
"' E 

/ 'S ~ u ·~ ~ 

E~ 
~ ... 
..C) 0 

e ~ 
Cl..·-
Q) .~ .,,, .... 
::s c:: 
~ ~ 
c:: e: 
~ ~ .,,, .,,, 
Cl> e: 
Q. Cl.. 
l9 Cl> 
(/) ::; 
•• Cl> 
Q) .,,, 

.... "' 
~~ 

t 

( 
\ J 

\...._.;' 

m 
c 

::::i 
en :c 
I-
en 
c = ct .... 
::I u 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

IBM Disk Storage Management Guide 
Error Handling 

Order No. GA26- l 672-0 

This manual is part of a library that serves as a reference source for systems analysts, programmers, and 
operators of IBM systems. 

You may use this form to communicate your comments about this publication, its organization, 
or subject matter, with the understanding that IBM may use or distribute whatever information you 
supply in any way it believes appropriate without incurring any obligation to you. 

Your comments will be sent to the author's department for whatever review and action, if any, is 
deemed appropriate. Comments may be written in your own language; use of English is not required. 

Note: Copies of IBM publications are not stocked at the location to which thi~ form is addressed. 
Please direct any requests for copies of publications, or for assistance in using your IBM system, to 
your IBM representative or to the IBM branch office serving your locality. 

Possible topics for comment are: 

Clarity Accuracy Completeness Organization Coding Retrieval Legibility 

If you wish a reply, give your name and mailing address: 

READER'S 
COMMENT 
FORM 

What is your occupation? -----------------------------

Number of latest Newsletter associated with this publication: ----------------

Thank you for your cooperation. No postage stamp necessary if mailed in the U.S.A. (Elsewhere, an IBM 
office or representative will be happy to forward your comments or you may mail directly to the address 
in the Edition Notice on the back of the title page.) 



GA26-1672-0 

Reader's Comment Form 

Fold and Tape Please Do Not Staple Fold and Tape 

n c .. 
~ 
'Tl 
0 
6: 
> 
0 
:s 
a 
rs· • 

I ----------------------------------------------------------·! 

Fold and Tape 

--- -® ----- ----- ------- - - ------ -----·-

I II II I 

BUSINESS REPLY MAIL 
FIRST CLASS PERMIT NO. 40 ARMONK, N.Y. 

POSTAGE WILL BE PAID BY ADDRESSEE: 

International Business Machines Corporation 
Department G26 
555 Bailey Avenue 
San Jose, California 95150 

Please Do Not Staple 

NO POSTAGE 
NECESSARY 
IF MAILED 
INTHE 

UNITED STATES 

Fold and Tape 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

I~ 
I ) 

/~ 
. J 



-------- - ------ ---- - - -----------·-® 


