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Preface 

The IBM Disk Storage Management Guide provides 
tutorial information and guidance to help you with the 
physical management of your disk storage. 

The information is intended for IBM disk storage custom­
ers. It is written especially for operations personnel, 
including operators and system programmers and others 
who may have responsibility for disk storage management 
tasks. 

The material is in separate manuals, organized as a set. 
Each manual has a separate publication (order) number, 
but the manuals as a set have a common Bill of Form 
Publication (Order) Number, GBOF 1205. Manuals in 
the IBM Disk Storage Management Guide are: 

Background Reference Information 
Error Handling 

GA26-1675 
GA26-1672 

The material in the guide applies to the following prod­
ucts. 

Disk Storage: 3330, 3340, 3344, 3350, 3370, 3375, 3380 

Storage Control: 3830-2, 3880-1, 2, 3, 11, 13 

Operating Systems: OS/MVS, OS/VSl, DOS 

IBM Disk Storage Management Guide, Backgrouml 
Reference Information 

This manual contains reference information that may be 
need.ed as background for disk storage management. It is 
written at an introductory level. 

Although much of the information appears in other forms 
in other publications, the information on errors will be 
new to most readers. 

Preface iii 



\ / 
'-._,r 



( . 
~ 

.,. 

i ' 
\._,! 

Table of Contents 

Disk Storage Subsystem .......................... 1 
Disk Storage Subsystem Components ............... 1 
Transfer Path .................................. 1 
Control of Availability ........................... 4 
Request and Response ............................ 4 
Device Reserve ................................. 4 
Simultaneous Transfer ........................... 4 
Overlap of Transfer with Control Operation .......... 5 

Identifiers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..... 6 
I/0 Selection ................................... 6 

Unit Address ................................. 6 
Meaning of Addressing Bits ..................... 7 

Service ........................................ 8 
Physical Identifiers .............. ;· ............. 8 
Identifiers for Other Storag·e Controls 

and Disk Storage ............................ 9 

Disk Storage Physical Characteristics .............. 10 
Tracks ....................................... 10 
Access Mechanism .............. · ............... 10 
Cylinder ...................................... 11 
Heads Per Disk Surface ......................... 11 
Fixed Heads and 3880 Cache for 

Faster Access ................................ 11 
Maintenance Information ........................ 11 
Packaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11 

Tracks and Records ............................. 13 
Physical Records ............................... 13 
Track Address ................................. 13 
Record Selection ............................... 14 
Unit of Transfer ............................... 14 
Relation of Logical Record to 

Physical Record .............................. 14 
Count, Key, and Data Format .................... 15 

Track Format ............................... 15 
Record Format .............................. 16 
Records per Track ........................... 16 

Fixed-Block Architecture Format .................. 17 
Track and Record Formats .................... 17 

Volume ....................................... 18 
Volume Initialization ........................... 18 
Volume Label ................................. 18 
Volume Table of Contents ....................... 18 

VTOC Creation with OS/VS ................... 18 
VTOC Index for OS /VS ...................... 19 
VTOC Creation with DOS/VSE ................ 20 

Input and Output Operations . . . ................... 21 

Device Status and Maintenance .................... 23 
Subsystem Role in Maintenance ................... 23 
System Role in Maintenance ..................... 24 

Error Description ............................... 25 
Dimensions of an Error .......................... 25 

Types of Error ............................... 25 
Recoverability - Temporary 

or Permanent Errors ......................... 26 
Duration - Intermittent or 

Continuous Errors .......................... 27 
Source of Error .............................. 27 

Automatic Handling of Data Errors ................ 28 
Corrected Data Errors ........................ 28 
Retried Data Errors .......................... 28 
Success of Recovery .......................... 28 
Recovery Methods by Device Type .............. 29 

Counting and Logging ........................... 31 
Subsystem Log .............................. 31 
System Log ................................. 31 

Summary Tables by Device Type .................. 32 
Temporary Data Errors - Count, Key 

and Data .................................. 32 
Permanent Data Errors - Count, '.Key 

and Data .................................. 32 
Temporary Data Errors - Fixed-Block ........... 33 
Permanent Data Errors - Fixed-Block ............ 33 

Bibliography .................................. 34 

Index ........................................ 36 

Table of Contents v 



Disk Storage Subsystem and Transfer Path 

SYSTEM PROCESSOR 

D 
Channel 

a 
Storage Control 

(or Storage Director) 

String Controller 

D 
[

Drive 

r Drive 

I 
I 
I 
I 
I 
I 
I 
l [Drive 

one or more 
access 
mechanism 

one or more 
access 
mechanism 

String Controller 

D 
[

Drive 

f Drive 

I 
I 
I 
I 
I 
I 
l rDrive 

one or more 
access 
mechanism 

one or more 
access 
mechanism 

\.~) 



' . 
~· 

.... 

! 
\ ! 

"--"' 

Disk Storage Subsystem 

Although many readers are familiar with the general characteristics of disk storage, 
the characteristics are reviewed here to establish a common understanding of 
terminology and to reflect current technology. The subjects covered are common to 
all disk storage devices. Emphasis is on information that helps in understanding the 
tasks of disk storage management. Information is included on error detection and the 
recovery actions performed by the system and subsystem. The section, "Error 
Descriptions, "includes definitions of errors that all readers will need for using the 
Error Handling manual, Publication (Order) Number GA26-1672. 

Disk Storage Subsystem Components 

Transfer Path 

Disk storage consists of a drive, spindle, and disks, with one or two access 
mechanisms. The drive controls rotation of the disks, which are stacked on the 
spindle. An access mechanism controls access to the tracks and carries read/write 
heads. A disk storage subsystem consists of disk storage, controllers, and storage 
control. 

One or more disk storage devices can be connected in a string. The number of 
devices that can be in a string depends on the disk storage type, and a string may be 
made up of less than the maximum allowable devices. 

A string of disk storage devices has one or two controllers. For example, a 3350 may 
have two controllers, where one operates as an alternate. A 3375 and 3380 may have 
two controllers, both of which are active controllers of the string of devices. The 
3370 has one controller per string. 

One or more strings of disk storage, each with one or two controllers, can be 
connected to a storage control. (A 3880 Storage Control has two storage directors, 
each of which has all of the functions of an independent storage control.) These 
components of a disk storage subsystem are shown on the facing page. They are 
packaged in different ways in unit enclosures. 

A channel, storage control, and string controller form a transfer path between the 
processor storage and disk storage. A transfer path is used to transfer: 

• Control information from the system to the subsystem 
• User data to and from disk storage 
• Status and sense information from the subsystem and channel to the system 

In most cases, a disk storage device can be accessed over different possible transfer 
paths, made up of different components. Different paths are possible because: 

• Different operating systems and different processors can share the same disk 
storage resources, and a processor can have one or more channels for possible 
access to the same disk storage . 

• Multiple channels of the same or different processors can connect to the same 
storage control. Channel switches in the storage control are used to control which 
of the connected channels are allowed to select the storage control. The number 
of channel switches in a storage control depends on the storage control type. 

Disk Storage Subsystem 1 



• Two storage controls can connect to the same string of disk storage. String 
switches in the string controller are used to control which of the connected storage 
controls are allowed to select the string. When there are two strings, each can 
have a string switch. Not all disk storage types have string switching. 

A channel, storage control, and string controller can be active with only one transfer 
at a time. 

Figure 1 shows two processors with paths to the same two strings of disk storage: 

Processor I has two possible paths. It can access either string a orb through 
channel 2 and storage control A or through channel 4 and storage control B. 

Processor II has only one path. It can access either string a or b through 
channel 3 and storage control A. 

In this configuration, transfers can be in progress to each of the two strings at the 
same time in the following ways. 

Processor I, channel 2, storage control A and Processor I, channel 4, storage 
control B 

Or 

Processor I, channel 4, storage control B and Processor II, channel 3, storage 
control A 

In addition to the connections described, the storage controls in the illustration have 
other channel switches that can be connected to other channels. 

This flexibility of configurations permits access from different requestor locations, 
and may provide alternate components in the event the originally requested 
component is not available. A requested component in a path may not be available 
because it is busy, disabled by an equipment malfunction, or deliberately removed 
from availability for system selection. 
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Control of Availability 

Request and Response 

Device Reserve 

Simultaneous Transfer 

Disk storage and the path components are made available for system selection or 
removed from availability by system operator commands, or in some cases, by 
switches at a separate controlling console. Commands for OS/VS are the VARY 
Online or Offline commands; for DOS they are the DEVICE Up or Down 
commands. 

When channel or string switches are installed, there are enable and disable switches 
on the storage control and disk storage unit control panels or at a remote control 
panel. There is a switch for each channel that can potentially be switched to the 
storage controls or for each storage control that can potentially be switched to the 
string. A switch must be set in the enable position to allow the storage control or 
string controller to be made available for selection by system console commands. 
More than one switch can be in the enable position but only one at a time can be 
selected and active. Use of system operator commands to control availability of a 
disk storage device also depends on the manual setting of switches at unit control 
panels. 

Traditionally the same path (through the same components) is used to send a 
response from the disk storage as was used to send the request to disk storage. 
Recently it has become possible to respond over the first available channel of the 
processor, if there is the required system support. (For example, this has been 
announced as dynamic reconnection for a 3380 Model AA attached to a 3081 
processor, using System 370/Extended Architecture.) 

A disk storage device can be reserved for the exclusive use of one channel or a group 
of channels. Reservation and release are controlled by channel commands. 

Some of the newer subsystems permit transfer over two paths to the same string at 
the same time, as long as the transfer is to different devices in the string. This is 
possible for 3375 and 3380 disk storage that have two controllers (attached to two 
different 3880 storage directors and channels). In these cases, two paths can 
simultaneously perform transfer type operations. 
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Overlap of Transfer with Control Operation 

For most of the disk storage types covered in this manual, a transfer over a path may 
overlap with certain control operations at a device, such as locating a position on a 
track. In this case, only one transfer path is involved. Once the control operation is 
requested over the path, the device carries out the requested process independently, 
leaving the path free for a transfer operation to or from a different disk storage in the 
string. The control operations that can be carried out independent of the channel 
and storage control are a seek to a track address and a set sector for a particular 
track position (this is accompliShed with a technique known as rotational position 
sensing) . 

References to Bibliography 

For information on possible attachments and configurations, refer to the 
disk storage and storage control manuals. These manuals include 
information on channel switches, string switches, and dual controllers (if a 
disk storage has two controllers). 

For information on system operator commands, refer to the manuals on 
commands for o erations control for the a licable o ratin s stem. 
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Identifiers 

1/0 Selection 

Unit Address 

Two types of identifiers are needed for disk storage: 

• One type for 1/0 selection and response. These identifiers are the means used by 
the system for accessing a disk storage device and components that make up a 
transfer path to the device. They are assigned based on the conventions of the 
particular disk storage type and the operating system, and physically set in the 
hardware. 

• One type for service. These identifiers are the means used by service representa­
tives and operations personnel to identify a device or path component that needs 
attention. The particular type of service identifier and method of assignment 
depends on the device type. 

Besides these two types of identifiers, some systems provide a path group identifier 
for multiple channels used by a single system. 

The disk storage and each of the components that can make up a transfer path are 
assigned identifiers so they can be selected for an input or output (I/0) operation. 

With System 370 architecture, identifiers for 1/0 selection are carried as a 2-byte 
address in a start 1/0 instruction. 

An installation assigns identifiers that can be used by its operating system for 1/0 
selection. Each possible configuration of identifiers makes up a unit address. Unit 
addresses are established for system use at system generation. 

A unit address is 2 bytes, expressed as 4 hexadecimal digits. The first of the four 
digits is always zero. The second digit identifies a channel. The next two digits 
identify a storage control, controller, and device. For example, with a unit address of 
0217, the 2 refers to a channel; the 1 and 7 ref er to a storage control, controller, and 
device. The device portion of the address refers to the ultimate destination - the 
drive and access mechanism. If there are two access mechanisms per drive, each has 
a device address. 

A disk storage device may be accessed through many different channels and storage 
controls; consequently, a given disk storage may be selected by different unit 
addresses. 

Different operating systems may impose certain constraints on addressing although 
they are not required by the hardware. For example, under OS/MYS, a single 
operating system must use the same identifiers to select a disk storage, except that 
the channel identifiers can differ. When selection of a disk storage is controlled from 
different operating systems, each different system may have different channel and 
storage control identifiers or they can be the same. 

Although a given disk storage device may be selected by unit addresses with different 
channel and storage control identifiers, the device portion of the address is always the 
same for a given device. This is because each access mechanism in a string of disk 
storage devices has a sequentially numbered address that is physically set in the 
hardware. These are referred to as physical addresses and they cannot be changed 
by the user. 
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There are three exceptions to addressing as described. A 3330 address can be moved 
by an operator, and the moved address is called a logical address. A 3350, when in 
3330 emulation mode, has two addresses per access mechanism because it stores the 
equivalent amount of data of two 3330s. These are called logical addresses. A 3344 
has four addresses per access mechanism for storing the equivalent amount of data of 
four 3340s. These are called logical addresses. In these cases, a logical address gives 
access to a volume of data. 

Other than the exceptions described, physical and logical addresses are the same, 
and the address gives access to a volume of data. 

For each disk storage type, there are ranges of addresses that are acceptable for 
assignment to storage controls, controllers, and devices for one or two strings. 

Addresses used for 1/0 selection are reported in system console messages to the 
operator and are included in various usage and error reports. 

The bits of the 2-byte address have the following meaning. 

Left-most Byte: the first 4 bits are always zeros. The next 4 bits identify a 
channel. 

Right-most Byte: the eight bits identify a storage control, controller, and device 
(drive and access mechanism). Bits 0 and 1 are always for a 
storage control and bits 5, 6, and 7 are always for a device. The 
meaning of bits 2, 3, and 4 may differ depending on the device 
type and interpretations made by the storage control. 

References to Bibliography 

For the specific meaning of each bit of the right-most 2-byte address, refer 
to the disk storage manuals. These manuals also include the ranges of 
addresses that are valid for assignment for one and two strings. 
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Service 

Physical Identifiers 

An identifier used for service is either a physical identifier (ID) or a physical 
address, depending on the device type. A physical ID is 3-bytes long. A physical ·~· 
address is 2-bytes long, as described in the previous section. 

The assignment of physical identifiers (IDs) is fairly new and not all devices have 
them. They are used to identify subsystem components involved in an error situation. 
The 3 bytes are expressed as 6-hexadecimal digits, where 2 digits identify the storage 
control, 2 digits the controller, and 2 digits the access mechanism. (The channel is 
not included in a physical ID.) When physical identifiers are assigned, they are set 
with switches at installation, and a label with the identifier is affixed to the outside of 
the unit, where it can be seen. They are included in sense information and reported 
in system console messages to the operator and in certain error reports. 

(In addition to the use in error handling, a physical ID may be helpful in configura­
tion management. For instance, the physical ID may be used to communicate the 
identification of a particular string that is to be disabled at a controlling console.) 

When a physical identifier is not assigned, the physical I/O address is used as a 
service identifier. The device portion of the address is included in sense information, 
but addresses of the channel and storage control used to access the device are not 
included. However, these are all stored in the system log and are given in certain 
error reports. 

For 3880 storage controls and 3375 and 3380 disk storage devices, physical IDs are 
assigned. 

A 2-hexadecimal digit physical identifier (ID) is assigned to each storage director 
and controller. These identifiers, unlike the I/O address, are unique within the 
installation. In addition to the assigned storage director and controller physical IDs, ·'-""' 
the device (access mechanism) also has a physical ID. The device physical ID is the 
same as the access mechanism portion of the unit address. The first of the two 
hexadecimal digits of the device physical ID is always zero. 
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Assignment of physical IDs for a 3380 is shown in Figure 2. The 3375 assignment is 
made in the same way, but the device address does not use bit 4. 

When a 3330, 3340, 3350, or 3370 disk storage is attached to a 3880 Storage 
Control, the storage director to which the device is attached has an assigned physical 
ID, although there are none for the controller and device. 

Identifiers for Other Storage Controls and Disk Storage 

Physical ID 

When no physical ID is available, the physical address is used to identify a unit 
needing service or attention . 

1/0 (Unit) Address 

0 0 0 Q 

Storage :con- Access 
Channel Director itroller Mechanism 

0 1 2 I 3 4 5 6 

Hex 0-F 

\ 

' \ 

0 

·~ 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
-l~~~-S-to_r_a-ge~D-ir-ec_t_o_r_tD~~~~I ~,~~~~-C-o_n_t-ro_l_le_r_ID~~~~--., ~,~~~~~D-e-v-ic_e_l_D~~~~---., 

Hex 0-F Hex 0-F 

Example: 
Storage Director ID 3E 

Figure 2. Physical ID Assignment for 3380 

Hex 0-F Hex 0-F Hex 0 Hex 0-F 

Example: 
Controller ID 2A 

Example: 
Device ID OE 

References to Bibliography 

For information on assignment of physical IDs, refer to the disk storage 
manuals of devices that support them. 
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Disk Storage Physical Characteristics 

Tracks 

Access Mechanism 

Disks are stacked on a spindle (or shaft) with space for access arms to move back and 
forth between the disks. Heads, which are carried on the access arms, write and read 
data (bit patterns) on tracks around the disk surface. See Figure 3. During 
operations the heads do not contact the disk surface but, in effect, fly above it. 
Access arms with read/write heads can be positioned to each track. Both sides of a 
disk are used. 

Tracks are separate, concentric circles on the disk surface. The same amount of data 
(number of bytes) can be written on each track of a given device type. On the 
outermost tracks, the data is more spread out with more space between each bit, 
whereas on the innermost tracks, data is more tightly packed with less space between 
each bit. Different disk storage device types have different numbers of tracks per 
disk surface, and the amount of data that can be stored per track differs for each 
device type. 

Access arms that service a set of addressable disk surfaces are attached to an access 
mechanism that moves all of the heads at the same time and for the same distance. 
Therefore, when the access mechanism is moved to a track on one disk surface, a 
track on each of the other surfaces is accessible without another movement of the 
access mechanism. Although there are multiple read/write heads on the access 
mechanism, only one head at a time transfers data. 

Some types of disk storage have one access mechanism per drive and some have two 
access mechanisms per drive. When there are two access mechanisms per drive, each ._v' 

is addressable and operates independently at a different set of disk surfaces. 

Access 
Mechanism Disks 

Access 
Mechanism 

/ 
Access Arms 
with Read/Write 

Heads =====L_J======:i~ 

Figure 3. Disk and Access Mechanisms with Two Read/Write Heads per Surface 

Access Arms 
with Read/Write 
Heads · 
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Cylinder 

Heads Per Disk Surface 

All tracks accessible by a particular positioning of the access mechanism are referred 
to as a cylinder. It is faster to switch electronically from one head to another to 
access tracks on different surfaces in the same cylinder than to mechanically move a 
head to each track on the same disk surface. When reading or writing in a 
continuous sequence, all of the data in a cylinder is read or written by switching from 
one head to the next. 

The 3330 has one head per disk surface and one track per surface in a cylinder. The 
3340, 3344, 3350, 3370, 3375, and 3380 have two heads per disk surface and two 
tracks, per surface, in a cylinder. The heads are spaced so that one head writes and 
reads the outer band of the tracks, and the other head writes and reads the inner 
band of the tracks, as shown in Figure 4 . 

Fixed Heads and 3880 Cache for Faster Access 

Maintenance Information 

Packaging 

Instead of heads that are moved by the access mechanism, some disk storage types 
have tracks with permanently positioned heads (with one head per track). These 
fixed heads provide faster access than movable heads. Fixed heads are available for 
certain tracks on models of the 3340, 3344, and 3350 disk storage. 

Another means for improving access time is the cache storage contained in Models 
11 and 13 of the 3880 Storage Control. This is electronic storage where a copy of 
frequently needed data can be stored for faster access and transfer to main storage. 
(The 3880 Model 11 attaches 3330 and 3350 disk storage. The 3880 Model 13 
attaches 3380 disk storage. The Models 11 and 13 are used for different purposes.) 

Certain areas on a device are reserved for maintenance information for use by the 
subsystem, hardware service representative, and maintenance programs. Most types 
of disk storage contain information that can be used to reconstruct an original track 
home address if it becomes unreadable. (Refer to the "Count, Key, and Data 
Format" section for an explanation of the home address.) 

Disks and read/write heads are packaged in different ways. The disk pack used on a 
3330 and the data module used on the 3340 can be moved from one disk drive to 
another by the user. With the head and disk assemblies used on the 3344, 3350, 
3370, 3375, and 3380, the disks and access mechanisms are sealed in an enclosure 
and permanently mounted on the disk drive. They are not removable, except by a 
service representative. These non-removable, sealed assemblies help prevent 
problems that can sometimes cause data errors. 

References to Bibliography 

For detailed information on the characteristics of a disk storage type, refer 
to the disk stora e and stora e control manuals in the biblio ra h . 
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Cylinders 0 

Figure 4. Disk Surface with Two Read/Write Heads 

Spindle 

Note: The technique of numbering heads differs for disk storage 
types. The following is the general concept: 

Cylinder 05, Head 00 and 01 Surface 0 
Head 02 and 03 Surface 1 
Head 04 and 05 Surface 2 
Head 06 and 07 Surface 3 
Head nn and nn Surface n 
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Tracks and Records 

" 
Physical Records 

Track Address 

For the tasks associated with the physical use of disk storage, it helps to be familiar 
with the methods and terminology used to describe: 

• The unit of data stored on the disk 
• The location on the device where data is stored and how it is selected 
• The unit of data transferred between disk storage and processor storage 

In addition, you need to know certain details concerning the way tracks and records 
are formatted; that is, the pattern, or format, in which data is arranged on the dev~ce. 

The unit of data stored on a disk is a physical record. A physical record contains a 
data area, plus control information needed to describe it and information needed to 
check it for correctness when it is read. 

A physical record is written in two possible formats, and a disk storage type supports 
one format or the other. The controls for accessing the data are different for the two 
formats. Of the devices covered in this manual, all use the count, key, and data 
format and controls, except the 3370 disk storage type. The 3370 uses a fixed-block 
architecture with a fixed-block format and controls. 

For both count, key, data, and fixed-block architecture formats, physical records are 
separated by gaps. 

With a count, key, and data device type, the programmer decides the length, in bytes, 
of each physical record; that is, the number of bytes allocated for the data area of the 
physical record. The channel programmer formats (writes) certain control 
information for each record in the pattern that is predefined for the count, key, and 
data format. 

With fixed-block architecture devices, the length of the data area of the physical 
record is predetermined for the device type, and all are the same length. Therefore, 
the user does not need to specify the number of bytes for the data area. The records 
are formatted (that is, certain control information is written) at the time of 
manufacture in a pattern that is pre-established on the track. 

A physical record has a track address that identifies its location on the device. A 
track address is made up of a cylinder number and a head number of four bytes 
(CCHH). Up to four hexadecimal digits are used for the cylinder and up to four 
hexadecimal digits for the head. Both are numbered sequentially beginning with 
zeros. 

On devices with two heads per surface, the two tracks that are accessed when the 
access mechanism is positioned have the same cylinder number. The cylinder 
address number has two possible head address numbers per surface. For example, 
cylinder address 02 may have head addresses 02 or 03 on one surface, 04 or 05 on 
another surface, and so on depending on the number of disk surfaces. See Figure 4. 
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Record Selection 

Count, key, and data formatted records are specified for selection by a 5-byte record 
identifier. The 5 bytes consist of the track address (referred to as a seek address), ,.._...,,, 

Unit of Transfer 

and customarily a record number. 

Fixed-block architecture records are specified for selection by relative block 
numbers. The entire device is formatted into a continuous sequence of numbered 
blocks, arranged at evenly spaced sector locations. The subsystem converts the block 
number to the track address and sector location. 

The unit of data transfer between disk storage and processor storage is the physical 
record. 

With count, key, and data devices, the transfer may be the entire record including 
the control areas, or the data area only, or the control information only. 

With fixed-block devices, the transfer may be the entire record including the control 
information, the data area only, or the control information only. Or the operating 
system may combine multiple records for transfer as a control interval. (A control 
interval comprises an integral number of physical records.) 

Relation of Logical Record to Physical Record 

A logical record is the user's record and is the unit of data used by the processing 
program. The user specifies the format and record length. A single logical record 
can be the same length as a physical record or multiple logical records may be 
grouped, that is, blocked into one physical record. Logical records are usually 
relatively small, and combining them into physical records has two advantages. The 
larger physical records conserve space on the track for user data by reducing the 
amount of space required for addressing information and gaps. Blocking also may 
increase processing efficiency by reducing the number of 1/0 operations required to 
process the data. 

The operating system handles the blocking of logical records into physical records for 
storage on disk and deblocking them for use by the processing program. A logical 
record sometimes extends beyond one physical record into another physical record, 
especially if the physical records are of a predetermined fixed length that is relatively 
small, such as on the 3370 disk storage. In this case, the operating system separates 
the portions of the logical record for storage on the disk and then recombines them 
for use by the processing program. If the basic access methods are used, the blocking 
and deblocking functions are not performed automatically by the operating system. 
The methods used for describing logical records and their relation to physical records 
are fully described in the data management manuals listed in the bibliography. 

References to Bibliography 

Refer to the disk storage manuals for further details on tracks and record 
formats and for record addressing for the particular device type. 

Refer to the data management manuals for additional information on 
records from a programmers point of view. 

Refer to Effective DASD Utilization for guidelines on establishing block 
sizes. 
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Count, Key, and Data Format 

For count, key, and data devices, a track address and, by convention, a track 
descriptor record are written at the beginning of the track. The track address written 
at the beginning of the track is called the home address (HA). The descriptor record 
is record zero (RO). The home address and record zero are written at the time of 
manufacture. Later it may be necessary to rewrite them. Home addresses and 
record zeros are rewritten using the Device Support Facilities program. When RO is 
written, any data on the rest of the track is erased by the writing of a fixed pattern, if 
the operation is the last command in the chain. 

Normally, the track address is also written at the beginning of each record. This is 
done when the record is formatted. Once a record has been formatted, data can be 
written and read in the length of space allocated for the data area. 

t! Track Format 

i I 
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Record 0 
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All count, key, and data tracks are formatted beginning at the index point and ending 
at the following index. Each track has the same basic format: track home address 
and track descriptor record, followed by user records. Records are numbered 
sequentially, normally beginning with record 0. See Figure 5. 

Home Address: The home address (HA) is recorded following the index point. It 
contains the track address defined by cylinder and head numbers (CCHH). 

The home address area also contains information describing the condition of the 
track. This information, carried in the flag (F) byte, indicates if the entire track is 
defective, or if the track is an alternate for a defective track. Additional control 
information provides for skipping defective areas on the track. 

Track Descriptor Record: The track descriptor is always the first record (record zero) 
on the track following the home address. In IBM programming systems, if the flag 
in the home address area indicates the track is defective, the count area of the 
following record zero (RO) contains the track address of the track that is to be used 
as an alternate. The count area of the RO on the alternate track contains the track 
address of the defective, primary track. 

The data area of a standard RO is usually written with a fixed pattern. 

Data Records: One or more user records, with count, key, and data areas, can be 
written following the track descriptor record (RO) on a track. 

Record 1 
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Area 

Record 1 

Record 2 
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Figure 5. Track and Record Formats for Count, Key, and Data Devices 
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Record Format 

Records per Track 

When a disk storage device type supports count, key, and data format, a physical 
record contains three areas: count, key, and data. Each area is separated by gaps. 
Checking information is added to each area when it is written that is used later for 
detecting and correcting data errors. See Figure 5. 

Count Area: The count area contains the location of the data area that follows. The 
location is specified by the track address (cylinder and head numbers) and record 
number. The record number customarily identifies the number of the record on the 
track, 0 - n. The location is expressed as five bytes (CCHHR). 

In addition to addressing information, the count area specifies the length, in bytes, of 
the key area and data area that are part of the record. 

Key Area: The key area is optional. The key is used by the programmer to identify 
the information in the data area of the record. The standard record 0 does not have a 
key area. 

Data Area: The data area contains the user's logical records, which are organized and 
arranged by the programmer. 

The number of records that can be placed on a track depends on the length of the 
data areas of the records and the overhead required by the device. The records may 
be of equal or of unequal lengths. For the 3375 and 3380, the length of a single 
physical record may not exceed the capacity of the track available for user data. For 
3330, 3340, and 3350 disk storage, there is hardware support for extending a 
physical record that exceeds the track capacity to another track. This is referred to 
as record overflow. For each overflow segment to another track, there is separate 
control information (that is, a separate count area). 

Note that the terms block and physical block are sometimes used to encompass the 
entire physical record and other times to refer only to the data area of the record. 
When block sizes are specified by the user, the size refers to the data area, not to the 
entire physical record. When calculating the number of records that can be placed 
on a track, the data length refers to the data area of a physical record. Therefore, the 
number of bytes specified for a block size cannot exceed the data length specified in 
the count area for the data area of the physical record. 

References to Bibliography 

The description manual for each disk storage type includes formulas and 
tables for calculating the number of records of given block sizes that can be 
placed on a track for the device type. 

Refer to the storage control manuals for further information on record 
overflow. 
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Fixed-Block Architecture Format 

Track and Record Formats 

Record 0 

Data Area 

For fixed-block architecture device types (3370), tracks and records are formatted at 
the time of manufacture. There is no track home address as in count, key, and data 
device types. 

Each fixed-block record has an ID area and a data area of a fixed number of bytes, 
as shown in Figure 6. 

The ID area contains the block number and cylinder and head numbers. If the block 
is skipped because it is defective, information pointing to the alternate block is 
contained in the ID area of the defective block. The ID area of the alternate block 
contains information pointing to the defective area it is replacing. 

Record 1 Record 2 Record 20 

Data Area Data Area I . Data Area I. 

Record 80 Record 81 Record 82 · 

Data Area I ~ I Data Area Data Area Data Area I. 
Figure 6. Track and Record Formats for Fixed-Block Architecture De¥ices 

References to Bibliography 

For additional information regarding fixed-block architecture records, refer 
to the 3370 disk stora2e manual. 
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Volume 

Volume Initialization 

Volume Label 

Volume Table of Contents 

VTOC Creation with OS/ VS 

A disk storage volume is a collection of data sets and unused space that can be 
selected through an I/O selection identifier (address) and accessed by a particular 
access mechanism. 

Certain identifying information is written on disk storage so it can be used as a 
volume by an operating system. This preparation is referred to as initialization. 

Initialization by the user requires writing a volume label and creating a volume table 
of contents. The home address and track descriptor, originally written at the plant of 
manufacture, can optionally be rewritten at this time. Initial program load 
information also may be written on the volume when it is initialized. 

Initialization is accomplished by the user with the Device Support Facilities program. 

A volume label (written at initialization) is written at the beginning of the volume. 
The label includes: 

• Volume owner identification (ID) 
• Volume serial number 
• Volume table of contents address (VTOC) 

For count, key, and data devices, the volume label is written as record 3 at cylinder 0, 
head 0. For fixed-block architecture devices, the volume label is written at block 1. 

Each volume in OS/VS and DOS environments contains a table of contents of the 
data sets and unused space on the volume. 

The VTOC is used to: 

• Control the allocation of space on a volume. 

• Determine where a data set is located on a volume. The location information is 
then used by access method routines and device support programs to construct the 
proper channel commands for accessing a disk location. 

You may need a listing or printout of the VTOC for space management or data 
recovery tasks. 

A location for the volume table of contents (VTOC) is assigned and space reserved 
when the volume is initialized. The track address (CCHH) or block number assigned 
for the beginning of the VTOC is recorded in the volume label. 

With OS/VS, information is recorded in the VTOC in records called data set control 
blocks (DSCBs). The DSCBs have different meanings depending on the format. For 
each data set on the volume, a format 1 DSCB is constructed for entry in the VTOC 
that names and describes the data set. The data set description includes the cylindt.r 
and head location and the number of extents. (An extent is an addition to the 
originally allocated space at another location.) 
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When a volume is initialized, the Device Support Facilities builds the volume table of 
contents at the location specified by the user and creates the number of DSCB entries 
permitted by the amount of space allocated for the VTOC by the user. This process 
includes creating entries that describe the device, the volume, and the volume table of 
contents (referred to as format 4 DSCBs), and entries that list the unassigned space 
(referred to as format 5 DSCBs). . 

The Device Support Facilities program formats records that are free for entry of data 
set descriptions (referred to as format 0 DSCBs). These free space records have key 
and data areas of all zeros. 

When space on a volume is requested, the Direct Access Device Space Management 
(DADSM) routines allocate the space on the volume and enter a data set description 
in one of the free space records of the VTOC. The format 0 DSCB is thereby 
changed to a format 1 DSCB in the VTOC, and format 5 entries are updated to 
reflect subtraction of the free space from the list. 

For many operations, the DSCBs in an OS/VS volume table of contents are searched 
sequentially. To reduce search time, an index to the VTOC can be built. An index is 
built with the Device Support Facilities program, but requires the Data Facility 
Device Support program to support it. 

References to Bibliography 

For additional information on initializing a disk storage volume under 
OS/VS, refer to the Device Support Facilities manual. 

For additional information on the VTOC under OS/VS, refer to the 
DADSM manuals. 

For information on listing or printing a VTOC, refer to the utility manuals 
and to the manual on the Data Facilitv Data Set Services proi;i;ram. 
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VTOC Creation with DOS/ VSE 

With DOS/VSE, a VTOC is made up of DASD label information established with 
DLBL and its associated EXTENT control statements. These are supplied by the 
user. The DASD labels are called File Labels and are of one of four different 
formats that differ in use as follows: 

Format 1 is the primary label for a file and defines the area(s) of the volume 
where the records are written. This label can define up to three separate 
extents for a single logical file. This label is written on each volume 
upon which a multi-volume file resides. 

Format 2 is required and maintained by ISAM and carries updated information 
from one use of the file to the next. 

Format 3 is written to contain the additional extents whenever a logical file 
contains more than three extents and is pointed to by the Format-I 
label. For a multi-volume this label is written only on the volumes to 
which the additional extents apply. 

Format 4 defines the VTOC itself and is written when the volume is initialized. 

File labels are written and checked by DOS/VSE OPEN and CLOSE routines. 

References to Bibliography 

For additional information on initializing a disk storage volume under 
DOS/VSE, refer to the Device Support Facilities manual. 

For additional information on the VTOC under DOS/VSE, refer to the 
manual DOS VSE/Advanced Functions Serviceability Aids and Debugging 
Procedures and the DOS utilities manuals. 
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Input and Output Operations 

The following brief summary contains information about input and output operations 
required for most disk storage management tasks. 

Input and output (1/0) operations are initiated by the system. A disk storage device 
is selected and a transfer path established. 1/0 operations are then directed by 
channel commands. The code for the command and other information regarding the 
operation are carried in a channel command word (CCW). Certain CCWs can be 
chained so that system participation is not required except to begin the chain. A 
series of channel commands is a channel program. 

Channel programs are prepared for access method routines and device support 
programs. (Or the user may perform the channel programming functions without an 
access method.) Two different sets of channel commands are used for disk storage. 
One set directs operations for devices with the count, key, and data record format, 
and the other set directs operations for devices with the fixed-block architecture 
record format. 

There are commands for the following common functions: 

• Formatting records for count, key, and data devices. 

• Locating records to be written or read. 

For count, key, and data records, this process uses seek and search commands. 
Different commands are used for locating records when a speed matching buffer 
is used for the 3375 and 3380 and when these devices are attached to a 3880 
Model 11 or 13 with buffer storage. In these cases, define extent and locate 
commands are used. 

\......_,,,) For fixed-block records, the process uses define extent and locate commands. 

• Writing or reading records 

• Obtaining usage and error information regarding the disk storage operation 

Reserving and releasing a disk storage device for use by one or a group of 
channels 

In addition, some disk storage types have special commands. 

With count, key, and data devices, when a path and device have been selected, the 
channel sends the cylinder and head numbers to start a seek operation and the 
subsystem causes the access mechanism to be positioned to that track. When the 
access mechanism has been positioned at a cylinder, and a head has been activated, a 
write or read operation can be performed. However, the record on the track must 
still be located. This is accomplished with a command that causes the subsystem to 
search for the record identifier. The desired record identifier is compared to record 
numbers in the count area of records on the track until a match is achieved. The 
function of rotational position sensing allows the search operation to be started just 
before the desired record location rotates to the read/write head. 
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With fixed-block architecture devices, when a path and device have been selected, 
the .channel sends block numbers to start define extent and locate operations. The 
subsystem converts the block numbers to the proper cylinder, head, and sector 
location on the track and causes the disk storage to position directly to that location. '"-" 

References to Bibliography 

Channel commands are described in the storage control manuals. 
Rotational position sensing and other functions directed by channel 
commands also are included. 
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Device Status and Maintenance 

Maintenance procedures are built into the subsystem and system to ensure reliabb 
disk storage operations. Maintenance functions include: 

• Counting operations, such as number of bytes read 

• Detecting errors that occur and automatically recovering from the problem where 
possible 

• Giving notification of an error situation that needs attention 

• Generating records regarding operations 

Information regarding operations is communicated by the subsystem to the system in 
status and sense information. 

Status information pertains to the availability of subsystem components and the 
progress of operations. A particular status indicates a particular condition, and 
usually a combination of status indicators is sent to more fully describe the 
circumstance. 

If an error is detected during execution of a channel command, the subsystem 
includes a unit check status in the combination of status conditions sent to the 
channel. This may cause error recovery procedures to be performed by the 
subsystem, or cause an 1/0 interruption to get the attention of the system. An 1/0 
interruption usually causes the system to request sense information for additional 
information regarding the error. Based on this information, the system may perform 
error recovery procedures. 

Subsystem Role in Maintenance 

The subsystem, including the storage control, controller, and disk storage, 
participates in maintenance of disk storage operation. 

Although the exact functions differ depending on the disk storage device type, the 
subsystem performs the following general roles: 

• Adds error detecting and correcting information to records when they are written. 

• Detects errors in reading data, in performing control operations, in functioning of 
the hardware, and in programming. 

• Recovers from data and control errors where possible. 

• Keeps count of the use of the disk storage (such as number of bytes read), and for 
some disk storage, keeps count of errors. (The subsystem log is described in a 
separate section, "Counting and Logging.") 

• Assembles usage and error information in the form of sense information. 

Sense information is usually obtained from the subsystem after it has interrupted the 
system with a unit check status. Four conditions may cause the interruption: 

• A permanent error condition exists. 

• An error condition existed that was successfully recovered and should be logged 
by the system. 

An error condition exists that the system is to handle. 

• Counters of usage or errors (within the subsystem) are full and need to be sent to 
the system for logging. 
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For the first three of these four conditions, the sense bytes identify the conditions that 
caused the unit check status, indicate the type of error, and provide information as to 
where the error was detected. The sense bytes may further provide information for 
system error recovery procedures and for diagnosing and isolating the cause of an \~ 

System Role in Maintenance 

error condition. 

There are 24 bytes of sense information. Sense bytes 0 through 2 describe the error. 
The meaning of each bit of these first three sense bytes is similar for all disk storage 
types, although there are a few special definitions. For example, an error detected 
when data is being read causes a bit defined as a data check to be set. (Indications of 
data and equipment type errors are referred to as data checks and equipment checks 
in sense information.) The setting of a particular combination of bits in the first 3 
bytes define an error condition. For example, the data check bit and the permanent 
error bit are an error condition. For each error condition, there is a recovery action 
recommended for the system error recovery procedures to perform. Sense bytes 3 
through 23 provide additional explanation of the error, including its location. 
Interpretation of bytes 8 through 23 depend on the format used. 

Error messages and reports give sense bit settings in hexadecimal form. The 24 bytes 
are listed, 0 through 23. The two last bytes usually contain a symptom code. The 
service representative interprets the symptom code based on the definition for the 
particular device type. 

System error recovery procedures for disk storage are included as part of the 
operating system. 

(The system error recovery procedures for disk storage are used by most programs. 
However, some programs have procedures that differ from those implemented by the 
system, and our descriptions regarding error procedures may not apply in these 
situations.) 

The system error recovery procedures perform the following functions: 

• Implement recovery actions where possible 

• Issue system messages at the operator console 

• Create and log records of usage and error information. (The system log is 
described in a separate section, "Counting and Logging.") 

A specific recovery action is based on a particular error condition. The error 
condition is defined by the combination of bits set in the first three sense bytes sent 
from the subsystem. (The 3380 also uses a bit of byte 4.) System recovery actions 
include, for example, retrying an operation when an equipment check is reported in 
the sense information. The type of system recovery action for data checks depends on 
the disk storage type and where the error occurs. 

References to Bibliography 

Sense bit definitions are described in the storage control manuals. 

The manuals also include definitions of error conditions and the recom­
mended system recovery actions. 
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Error Description 

Dimensions of an Error 

.. 

Types of Error 

Programming Error 

Data Error 

Seek and Overrun Errors 

Equipment Error 

This section explains the various dimensions of an error situation, and then elaborates 
on the specific techniques used by the subsystem and system for automatically 
handling data type errors. This background information will be helpful in your 
understanding and handling of error situations. Your role in error handling and the 
resources available are described in the manual Error Handling, Publication 
Number GA26-1672. 

There are four dimensions to consider when evaluating an error situation. 

• Type of error 
• Recoverability of error 
• Duration of error 
• Source of error 

Errors can be categorized as programming errors, data errors, equipment errors, and 
seek and overrun errors. The type of error is given in sense information, and in error 
messages and reports. The type of error is similar to a symptom; it is evidence of a 
problem, but does not necessarily reveal the source nor the cause. 

A programming error, such as an invalid track format or incorrect record 
specification, causes a command rejection. This type of error is passed to the user 
program for recovery action and, therefore, is not described in this manual. 

A data error is an error detected in the bit pattern read from the disk. A problem 
may have interfered with writing the data correctly so that later, when read, an error 
is detected in the pattern previously recorded on the disk. Or the data may have been 
written correctly, but a subsequent problem interferes with reading it correctly. (A 
data error cannot be detected when data is written. Sometimes data is written and 
immediately read back to the storage control, where it is checked to verify that it was 
correctly written. If a data error is detected at this time, the data can then be 
rewritten immediately.) 

There are two control type errors: an overrun error that results from timing problems 
and a seek error that results from failure to position the access mechanism to the 
correct cylinder and head address. 

An equipment error is an error detected in mechanical or electrical operations. 
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Recoverability - Temporary or Permanent Errors 

When a data, control, or equipment error is detected by the subsystem, either the 
subsystem or system may att~mpt recovery, depending on the nature of the error. \_,, 

Temporary Error 

Permanent Error 

Recoverability by Error Type 

The terms temporary and permanent define whether or not the automatic recovery is 
successful. 

(In addition to subsystem and system error recovery procedures, some programs have 
procedures for error recovery that are called on when recovery attempts by the 
subsystem and system are not successful.) 

A temporary error is one that is recovered by correcting the data or by retrying the 
operation. In both cases the operation in progress is completed. If the subsystem 
performs the recovery procedures, the action does not cause an I/O interruption. If 
the system performs the recovery procedure, an I/O interruption is always involved. 
A temporary error is sometimes referred to as a soft error. 

A permanent error is one that is not correctable and cannot be recovered by retrying 
the operation. It always causes an 1/0 interruption at the system and causes the 
subsystem to send unit check status to the system. A permanent error usually 
terminates ajob step and may terminate the job. Both actions' depend on the error 
recovery procedures at the application level. (A permanent error is sometimes 
referred to as a hard error and sometimes as an I/O uncorrectable error.) 

Temporary or Permanent Data Error. With a data error, information may be available 
to actually correct the data. In other cases, even though the first attempt to read the 
data is not successful, it may be read correctly with subsequent attempts. If neither 
of these is successful, the data error is regarded as permanent. The techniques used 
to handle data checks and the role played by the subsystem and system differ for 
different disk storage device types. A fuller explanation of data errors is given later 
in this section. 

Temporary or Permanent Control Error. When a control (overrun and seek) error is 
detected, the subsystem retries the operation a specified number of times. If the 
retry is not successful within the specified number of tries, the error is reported to the 
system as a permanent equipment type error. If the error is an overrun, the system 
may then retry the operation. (Seek checks for the 3340 are always retried by the 
system.) 

Temporary or Permanent Equipment Error. Equipment errors always cause the 
subsystem to interrupt the system, and the system refries the operation a specified 
number of times. If the operation is then successful, the error is recorded as 
temporary; if the operation is still not successful, the error is recorded as permanent. 
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Duration - Intermittent or Continuous Errors 

Intermittent Error 

Continuous Error 

Source of Error 

An error may be intermittent or continuous, regardless of whether it is temporary or 
permanent in terms of recoverability. 

An intermittent error is one that changes with time. For example, an error classified 
as permanent (because it was not recovered automatically) may be caused by a 
transient condition, such as electrical noise due to lightning. Although the operation 
could not be completed at the time, a subsequent attempt to perform the same 
operation may be completely successful. Therefore, some permanent errors may not 
require any action other than restarting the job. (Some application environments 
provide a level of error recovery above the system, and the applications may be able 
to recover, automatically, if the permanent error symptom is due to an intermittent 
cause.) 

A continuous error is one that does not change with time. It requires outside 
intervention to restore normal function. For example, a data error caused by a small 
scratch on the disk surface may always be correctable, therefore, the data check is 
temporary. However, if the error occurs every time the data is read, it is continuous. 
This is usually referred to as a repeatable temporary error. A continuous permanent 
error is sometimes called a solid failure. 

To determine if an error is intermittent or continuous, it is necessary to review error 
reports over a period of time or attempt to reproduce the situation to see if the error 
is repeated. 

The source of an error is important in evaluating an error situation. A data error can 
be evidence of a hardware problem in one of the subsystem components, such as the 
controller, but it is more likely that the source of a data error is at the recording 
media. A data error can be caused by such things as a slight misalignment of the 
head with the center of the track, a transient electrical interference, or an 
imperfection on the disk surface. 

Equipment errors are evidence of a problem in the controller, the drive, or the head 
and disk assembly, or in a component that makes up the path to the disk storage. 
The error may be caused by a mechanical feature or an electronic component. 

Determining the source of an error, and then the exact cause, usually requires 
analysis of sense information and other diagnostics. These problem determination 
functions are performed with program aids or by a service representative. 
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Automatic Handling of Data Errors 

Corrected Data Errors 

Retried Data Errors 

Success of Recovery 

When a data check occurs, there are two methods that may be attempted for 
automatic recovery: 

The data actually may be corrected. 

• The data may be read correctly when the read operation is retried. 

All disk storage types described in this manual add error checking information to 
each count, key, and data area of a record when it is written; or to each ID and data 
area of a fixed-block architecture device. Later, when the record is read, the 
information is used to detect errors that may be present and to correct the data where 
possible. 

Error sensing and detection codes have been provided in disk storage and disk storage 
controls from the beginning. Techniques for performing these error recognition 
functions are continuously being improved to keep pace with the higher density with 
which data is recorded and the higher speed with which it is written and read. 

Error detection and correction information is a pattern of bits, coded to define a 
validity check for the full data in the recorded area. It is referred to as error 
checking and correction code (ECC). By comparing the code information generated 
from the data read from the track with the code information that was recorded with 
the data, any discrepancies are detected. Detected errors, within a certain range of 
bytes, can be corrected with information from the code. 

When ECC correctable, the data is reconstructed to be the same as the data 
originally transferred to disk storage. The data correction may be done by the 
subsystem as data is transferred to processor storage, or it may be done by the system 
after the data is in processor storage. Although the data in processor storage is 
correct for use in processing, the data on the disk is not changed. The next attempt '~ 
to read the data from the disk may again result in a data error. 

The other technique used for recovery from data errors is to retry the read operation 
by reissuing the command. The retry is done repeatedly in attempts to read the data 
correctly. If retry attempts are made a certain number of times without successfully 
reading the data, some disk storage types then physically adjust the access 
mechanism. This causes the head to move to different positions across the track in 
attempts to better read the data signals. This technique is referred to as retry with 
head offset. Retry is sometimes done by the subsystem and sometimes by the system, 
depending on the device type. 

When one of the automatic recovery methods is successful, the data error is 
temporary. 

If none of the automatic recovery methods succeeds, the error is permanent. 
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Recovery Methods by Device Type 

3330, 3375, and 3380 

3340 and 3344 

The method used for data error recovery depends on the disk storage type and the 
area that contains the error. The recovery methods for different device types and 
areas are described as follows and summarized in Figure 7 and 8. 

For 3330, 3375, and 3380 devices, when the data is ECC correctable, the correction 
is made by the subsystem or system, depending on where the error occurred on the 
track. 

• If the error is in the home address area of the track or the count or key area of a 
record, the subsystem makes the correction. It uses the ECC correction 
information to reconstruct the data. The data correction and resumption of the 
command chain are done without interrupting the system. 

• If the error is in the data area of a record, the system error recovery procedures 
make the correction. It uses pattern and displacement information derived from 
the ECC. This information is supplied to the system in sense information. 

When the data is not ECC correctable, the subsystem retries the operation. If this is 
not successful, head offset is invoked, and attempts to read the data are repeated. 
These retry attempts are made in any area of the record in which an error is detected. 
The command retries are made without interrupting the system. 

(For read multiple count, key, and data operations, the above internal correction 
procedures are used only on the first record read. If an error occurs in subsequent 
records, unit check status is presented so that system error recovery can be initiated.) 

All data error recovery is done by the system. 

• If the error is in a data area of a record and is ECC correctable, the system error 
recovery procedures make the correction. It uses pattern and displacement 
information derived from the ECC. This information is supplied in sense 
information. 

• For data errors in a data area that are not ECC correctable and for all data errors 
in other areas, the system error recovery procedures attempt recovery by retrying 
the operation. 

Error Description 29 



3350 

3370 

Data error recovery for the 3350 is done by the subsystem or system as follows: 

• If the error is in the data area of a record and is ECC correctable, the system 
error recovery procedures make the correction. It uses pattern and displacement 
information derived from the ECC. This information is supplied in sense 
information. 

• For data errors in a data area that are not ECC correctable and for all data errors 
in other areas, the subsystem attempts recovery by retrying the operation. It does 
not retry with the head offset. 

For the 3370, when the data is ECC correctable, the correction is made by the 
subsystem or system, depending on where the error occurred on the track. 

• If the error is in the ID area of the record, the subsystem makes the correction. It 
uses the ECC correction information to reconstruct the data. The data correction 
and resumption of the command chain are done without interrupting the system. 

• If the error is in the data area of a record, the system error recovery procedures 
make the correction. It uses pattern and displacement information derived from 
the ECC. This information is supplied to the system in sense information. 

When the data is not ECC correctable, the subsystem retries the operation. If this is 
not successful, head offset is invoked, and attempts to read the data are repeated. 
These retry attempts are made in any area of the record in which an error is detected. 
The command retries are made without interrupting the system. 

References to Bibliography 

For further information on the differences in error handling for each 
device, refer to the disk storage manuals listed in the bibliography. 
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Counting and Logging 

Subsystem Log 

.• 

System Log 

There are two logs that may contain information about disk storage errors. These are 
the subsystem log and the system log. 

A buffered log is kept in the storage control for each disk storage that attaches to it. 

The log contains counts of the seeks made, the bytes read, and overruns. 

For some devices, counts of data checks and seek checks are also kept. For the 3330 
and 3370, counts are kept of all data checks and seek checks. For the 3350, counts 
are kept of retried data checks and seek checks. For the 3340, no count is kept of 
data nor seek checks. For the 3375 and 3380, seek checks and data error rates are 
calculated but the error counter values are not sent to the system. The subsystem 
detects the occurrence of an excessive number of temporary errors and causes logging 
of complete sense information for a specified number of subsequent errors. 

When a counter is filled, the subsystem interrupts the system and sends the contents 
of all the counters for that device to the system. The counters are then reset to zeros. 
The. content of the counters may also be obtained directly by the system by issuing a 
channel command to read the buffered log. This also causes all of the counters to be 
reset to zero. 

Records of error and error usage information are stored in the system log as error 
recording data sets {ERDS). The information is stored in SYSl.LOGREC by 
OS/VS and in SYSREC by DOS. Much of the information stored in the log is 
supplied by the storage control as sense information. 

For logging purposes, the system processes the sense information to produce the set of 
log records and adds information regarding the results of recovery actions. 

Two types of records contain information about disk storage. Both are based on 
sense information supplied by the subsystem. 

• Outboard Record (OBR) - contains error description (including record address) 
for each error situation 

• Miscellaneous Data Record (MDR) - contains usage and error counts 

The 1/0 address used for selection also is stored in the log. 

These records stored in the system log are available to various programs that use the 
information for analyzing error situations and usage. 

The Environmental Recording, Editing, and Printing (EREP) program prints error 
reports based on information it obtains from the system error log. 

When an error is entered in the system log, the cylinder and head numbers at which 
the error occurred are available, because these locations are contained in the sense 
information. 
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Summary Tables by Device Type 

HA, 
RO, 
Count 
Area 

Data 
Area 

HA, 1 RO, 
Count 
Area 

Data J .,.. l 

Temporary Data Errors - Count, Key, and Data 

3330 and 3333 3340 and 3344 3350 3375 and 3380 

Data checks corrected with Data checks recovered with Data checks recovered with Data checks corrected with 
ECC or recovered with re- retry by system in HA, retry by subsystem in HA, ECC or recovered with re-
try, with and without off- count, and key area. count, and key area. Log- try, with and without off-
set, by subsystem in HA, Logged. ged when in logging set, by subsystem in HA, 
count, and key areas. Log- mode. 1 count, and key areas. Log-
ged when in logging ged when in logging 
mode. 1 mode.2 

Data checks corrected with Data checks corrected with Data checks corrected with Data checks corrected with 
ECC by system or re- ECC or recovered with retry ECC by system or re- ECC by system or re-
covered with retry, with by system in data area. covered with retry. without covered with retry, with 
and without head offset, by Logged. offset, by subsystem in and without offset, by sub-
subsystem in data area. data area. Data checks in system in data area. Log-
Logged when in logging data area corrected with ged when in logging 
mode. 1 ECC are logged. Data mode.2 

checks recovered with retry 
are logged when in logging 
mode. 1 

Notes: 

1. Logging begins when the data error counter for the volume overflows or when logging is forced. Logging 
continues tor the next four data checks for the drive. Use of head offset with retry is not reported. 

2. Logging begins when the data error rate threshold for the volume is exceeded. Logging continues after this 
first log for another 23 data checks (without offset) for the string. Use of offset with retry is always 
reported. 

Permanent Data Errors - Count, Key, and Data 

3330 and 3333 3340 and 3344 3350 3375 and 3380 

Data checks in HA, count, Data checks in HA, count, Data checks in HA, count, Data checks in HA, count, 
and key area not corrected and key areas not and key areas not and key area not corrected 
with ECC nor recovered recovered with retry by recovered with retry by with ECC nor recovered 
with retry by subsystem. system. subsystem. with retry by subsystem. 
Loaaed. Loaaed. Loaaed. Loaaed. 

Data checks in data area Data checks in data area Data checks in data area Data checks in data area 
not corrected with ECC by not corrected with ECC nor not corrected with ECC by not corrected with ECC nor 
system nor recovered with recovered with retry by system nor recovered with recovered with retry by 
retry by subsystem. system. retry by subsystem. subsystem. 
Loaaed. Loaaed. -Loaaed. Loaaed. 

Note: When executing a Read Multiple Count, Key, and Data command, the above described procedures apply 
to the first record read. If errors are detected when reading subsequent records, unit check status is sent. The 
system retries the operation 10 times, attempting to read the data correctly. If this fails, a system console 
message is issued and a permanent data error is logged. 

Figure 7. Summary of Subsystem and System Handling of Data Checks - By Disk Storage Type for Count, Key, and Data Devices 

32 IBM Disk Storage Management Guide - Background Reference Information 

-· 



.... 

\ .,_....,. 

ID 
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Data 
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ID 
Area 

Data 
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Temporary Data Errors - Fixed Block 

3370 

Data checks corrected with ECC or re-
covered with retry, with and without 
offset, by subsystem in ID areas. Logged 
when in loaaina mode. 

Data checks corrected with ECC by sys-
tern or recovered with retry, with and 
without head offset, by subsystem in 
data area. Logged when in logging 
mode. 

Note: Logging begins when the data 
error counter for the volume overflows or 
when logging is forced. Logging contin-
ues for the next four data checks for the 
drive. Use of head offset with retry is 
not reported. 

Permanent Data Errors - Fixed Block 

3370 

Data checks in ID area not corrected with 
ECC nor recovered with retry by subsys-
tern. Loaaed. 

Data checks in data area not corrected 
with ECC by system nor recovered with 
retrv bv subsvstem. Loaaed. 

Figure 8. Summary of Subsystem and System Handling of Data Checks for 3370 
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IBM Vocabulary for Data Processing GC20-1699 describes dump and restore functions. 
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Effective DASD Utilization SR20-4748 
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Environmental Recording, Editing, GC28-0772 OS/VSJ Utilities Manual GC26-3901 
and Printing (EREP) Program describes the capabilities of 

\._,) describes the functions of this the OS/VSl utility programs 
program. and the control statements 

IBM Input/Output Equipment GC22-7064 used with each. 

Installation Manual - Physical OS/VS2 Access Method GC26-3841 
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physical planning considerations allocate space on a volume. 
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Services Guide describes 
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