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A METHOD TO MEASURE THE "EFFECTIVE PRODUCTIVITY" 

IN BUILDING SOFTWARE SYSTEMS 

We have been building software systems in the U.S. for over 25 years. The 

computer industry has not found many, if any. good methods to quantify and measure 

changes in the overall efficiency of building software systems. 

Generically this is referred to as "productivity". Yet productivity. at least 

the traditional definition (Total Output/Total Effort), appears to be inadequate 

and a counter-intuitive measure for software systems. The productivity metric is 

not adequate as a standalone measure, but it can be used with a combination of 

metrics related to resource consumption. By using a set of integrated metrics the 

software measurement process will be more complete with respect to the management 

information that needs to be quantified. 

PRODUCTIVITY - AN INAIEQUATE MEASURE BY ITSELF 

First we need to explore what productivity is. how it should be perceived and 

why it is inadequate as a standalone measure. 

In keeping with the traditional definition, productivity for a software system 

is the total output divided by the total effort required to produce the output. The 

total output of a software system is the functionality that is created. This might 

be thought of as the final end product. It is proportional to the number of 

"developed" executable lines of source code or any lines of code that required work. 

It is very important to recognize that this ratio measures the productivity 

for the system. Many people m~stakenly think of system productivity in terms of 

programmer productivity. This is a dangerous conceptual problem because programming 

effort is only a small portion of the work involved in building systems. A great 

deal of work is expended in the front end creating a design. Later in the process 

a very significant amount of effort is used integrating and testing at the unit. 

subsystem and system levels. 
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The most serious problem with the productivity ratio as an 0bjective measure 

is its extreme time sensitivity. Notice that time is not explicitly stated anywhere 

in the definition. Rather it is implicitly buried in the denominator term (manrnonths 

of work). A better definition that separates time and effort is needed. Time and 

effort are related but in a non-linear way. A powerful exponent attached to the 

schedule causes the manmonths to change drastically as the schedule changes modestly. 

If the manmonths are so sensitive to changes in time then productivity is equally 

sensitive. 

There are a number of different ways to approach building a given software 

system. One extreme uses a very large number of people to get the system built in the 

shortest possible time. The other extreme is to let a few people work for a longer 

time until the job gets done. This situation usually happens when people or money 

are scarce. Keep in mind there are a large number of different time-effort strategies 

between these two extremes-

If productivity varies with chenges !n the pJanned schedule then the productivity 

can change dramatically from one development to the next. Therein lies the problem .... 

is it possible to measure systems effectively with a metric that is so sensitive to the 

schedule? 

A SET OF MANAGEMENT METRICS 

This paper presents a set of measures that can cope with the sensitivities of 

the software development process. A sound theoretical basis will tie these metrics 

together in a consistent and reinforcing way. The metrics that will be used are: 

1. Technology factor (A Macroscopic Efficiency Index) 

2. Productivity (Source Statements/Manmonths) 

3. Average Manpower (Total Manmonths/Time) 

4. Project IXlration (Schedule) 

5. Total Manmonths (Work) 

6. Mean Time To Failure (Reliability) 

These measures will tie productivity, resources and quality aspects together to 

provide a quantitative basis for effective strategic planning. management control, 

and good software decision making. 
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The Software Equation (Trade Off Law) 

Seven years ago when Larry Putnam was working for the Army at the Computer 

Systems Command at Fort Belvoir he discovered an algorithm known as the Software 

Equation. 

where, 

s 
s 

I 

I 
s 

s 
The number of developed executable source statements 

Ck Technology constant 

K Life cycle effort E 

/3 
Cevelopment Effort 
Ad justing Factor 

td The development time (schedule) 

{3 Ad justing factor 

The software equation states that for a system of a given size. it will take 

td months using E manmonths of effort at an efficiency level of Ck. Note that time 

and effort are multiplied together. A change in the schedule will cause a change 

in the effort required to get the product done to meet that schedule. The software 

equation can be thought of as a software trade-off law since it is possible to trade 

time for effort. 

Thi.s is an extraordinarily time sensitive process. Very small changes in time 

produce ve.r:y large changes in effort. The software equation is very powerful. If 

an organization deliberately plans to take a little longer they can reduce the 

effort required to produce a system by a very substantial amount. However, this 

policy must be adopted before the start; you cannot slip into it. A few good people 

given enough time to build a product right will create fewer errors that will have to 

be found and fixed later. MJst people familia.!"' with software da·.'e!.opment agree that 

there is a time-effort trade-off relationship. The magnitude of the trade-off is 

sometimes questioned. A substantial amount of data supports that it is close to an 

inverse 4th power time trade-off. 
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The Technology Constant (An Eff1c1ency Index) 

Is there any way the software equation might be able to quantify the development 

process in an all inclusive way? The technology constant (Ck) in the software equa t.1on 

is quite well suited to this task. The technology constant is a macroscopic parameter 

that measures the aggregate impact of all influences that effect how long it takes and 

how much effort is required to build a system. In essence this parameter measures 

how efficient an organization is in building a certain class of software. For 

example~ a very efficient producer of MIS software would have a high value for Ck. 

Th1s type of environment would typically include on-line development, good tools, 

strong professional skills, stable requirements, etc. A less efficient producer would 

have a lower value for ck. Higher values of Ck will produce shorter schedules that 

require less effort for a product of a given size. The real objective in building 

systems is to produce an equivalent or better quality product in less time using less 

effort. The technology constant measures these objectives very well. 

After collecting and analysing a large database of technology constants (over 

800 systems) values for Ck have been established that represent a baseline for diffei. ~n'. 

classes of software. The baseline values are primarily driven by the complexity of 

the particular class of work. The same values of Ck have been observed in similar 

organizations building the same type of software during the same time frame. It 

appears that it is the best unambiguous measure of the overall effectiveness of 

building software found so far. It is important that one deals with a homogenous 

class of work in making their measurements (i.e., all business systems, or all real­

time embedded systems, etc.) 

How does one get the value of Ck? For a system that has recently been completed 

the following information is known: 

1. The number of developed liAes of code 

2. The development time 

3. The development effort 

With values for three terms of the software equation it is possible to calculate 

the fourth term, ck. 
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Establishing Trend Lines for Metrics on Resource Consumption 

There is still a need to bring measures of resource consumption into this process. 

The U.S. Air Force spent several years collecting a large quantity of data on software 

projects . This is known as the Rome Air ~velopment Center (RAI:C) database. It is 

a very good collection of software data from a wide variety of applications and 

organizations. This is the largest heterogeneous database ever collected. Richard 

Nelsonof RAI:C analyzed these data with respect to the management parameters - size. 

schedule. effort. average staffing and productivity. 
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On each of the RAO: graphs the horizontal axis represents source lines of code. 

Note that both scales are logarithmic. Power functions plot as straight lines on 

logarithmic scales. The data ranges from 10 to l million lines of code which spans 

the range of most systems. The plotted lines show a best fit of the data for 

productivity. project duration, total manmonths (proportional to cost), and average 

manpower. The middle line in each case represents the average best fit of all the 

data points. The upper and lower lines are the +1 and -l standard deviation lines. 

The correlation of the trend lines are quite good on all the graphs except 

productivity. We know that productivity is very sensitive to the schedule and this 

is why the correlation is close to 0 (no fit). Even though the trend lines on the 

other graphs look good there is still a large variation in the data at any particular 

system size. For example. at a system size of 10,000 lines the project duration 

could be from 1 month up to 1.5 years. If there is some way to discriminate within 
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these data sets then they can be used in a comparative way. The technology constant 

gives us this capability. Notice that the information used to plot the data points 

on the graphs can be derived from the inputs to the software equation. With the 

additional sorting capability provided by the technology constant the four graphs will 

be more meaningful. 

The RAIX: trend lines appear to be valid. A new set of data superimposed on the 

trend lines will give a new basis of comparison·.1 From this analysis it will be 

possible to evaluate the overall effectiveness in management terms. This tells a 

complete story about the development philosophy and management style of a software 

organization. 

CASE STUDY OF THREE SYSTEMS 

To demonstrate this method it is worth looking at the data for five real systems 

built by three well known and respected organizations. This case ·study will look at 

three distinct classes of software. The three application groups are: 

1. Real time embedded software 

2. Systems software 

3. MIS software to support manufacturing operations 

The real time system is the software for a cruise missile. The systems software 

project is called EXEC System and can be classified as an operating system. RFM, 

Parts No., and Materials are MIS systems and were developed by the same manufacturing 

company. 

* Shown in Table l are calibration runs using SLIM to calculate Ck with a 

computer. 

* ·sLIM is a computerized implementation of the Putnam software equation and the 
Norden/Rayleigh resource allocation model. The Calibrate function calculates 
values of Ck from data of previously developed software projects. 
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Table l. 

lllllllSlllSSltJllllllllllllllllllllllllllllllllllllltSlllllllllltlltJJlltttltl 
CALIBRATE 

lllllllttllllllllllllllltlllllSlStlltltltlllllttllllltlllllllltltlttttStlllllll 

SYSTE" HA11E: CRUISE "ISSILE 

SIZE !SOURCE STATEnEHTSl: 5800 

DEYELOPrtEHT TIP!E: 24 "°HTHS 

DEVELOP"ENT EFFORT: 107 ftAHrtONTHS 

GRADIEMT LEVEL: 

TECHNOLOGY FACTOR: 
Ck = 754 

THIS TECHNOLOGY FACTOR SEE"S UNREASONABLE. PLEASE RECHECK YOUR DATA. 

SYSTEft NAP!E: EIEC SYSTEll 

SIZE lSOURCE STATEJ1EMTS>: 

DEVELOPftEHT TI"E: 

OEVELOPnEMT EFFORT: 

6RADIEMT LEVEL: 

TECHHOL06Y FACTOR: 

ck = 4181 

SYSTEft MME: PARTS NO. 

SIZE lSOURCE STATEMENTS>: 

DEVELOPl'tEMT EFFORT: 

6RADIE)(T LEYEL: 

TECHHOl06Y FACTOR: 

~K = 28, 657 

blOOO 

l3 ftONTHS 

248 MMOHTHS 

8 

108000 

21 MONTHS 

25 t1AHP10HTHS 

16 

SIZE !SOURCE STATE"ENTS>: 

DEYELOPftENT TI"E: 

DEVELOP"EMT EFFORT: 

GRADIENT LEVEL: 

TECHNOLOGY FACTOR: 

ck= 21,892 

SYSTEM NAr1E: MTERlALS 

SIZE (SOURCE STATEMENTS>: 

DEVELOPftEHT TI"E: 

OEYELOPftEMT EFFORT: 

SRADIENT LEVEL: 

TECHHOLD6Y FACTOR: 

ck= 35,422 

100000 

21 110HTHS 

4B 11AHP10HTHS 

15 

700000 

l8 t.ONTHS 

384 MH'10HTHS 

17 
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Table l shows the actual size. development time and development effort for 

each system. These numbers were run through the software equation to calculate 

the technology constant. Note that technology factor is used in the table. Technology 

factors are a l.1near sequence of number (1 - 22) that corresponds to a empirically 

detennined sequence of ck values from 610 - 121 ,393. 

A parameter called the gradient level is also calculated. The gradient level 
. 3 

is the ratio of life cycle effort divided by the development time cubed (K/td ). 

Like Ck and the technology factor, a similar transformat.ion of empirical values to a 

linear sequence is used, the range is from l - 6. The gradient level measures how 

fast you actually applied people to a project. For example, if a system's functional 

content is well known then one could build up to a high level of staffing quickly. 

Gradient levels 3, 4, 5 and 6 take on this general character in varying degrees. 

Gradient level l and 2 are very gradual manpower build ups. This profile seems most 

appropriate to match fuzzy. ill-defined and largely sequential problems. Time 

compression is not possible. 

In certain situations where resources are constrained {people or money) it is 

possible to force a project to be built in a very sequential way even though high 

degrees of parallelism would have been possible. The gradient levels measure how 

proJects were actually built. For example a Rebuild (Gradient Level 3) may have been 

built like a new complicated system (Gradient Level l) because only 7 people were 

available to work on the system. These situations indicate that the software trade-off 

law is being exercised. Indeed four of the five systems here are cases where trade-offs 

did take place. These trade-off systems are the Exec System, Parts No .• RFM and 

Mater.ials. 

Project Histories 

Let's look at the technology factors calculated from the actual project data 

for each of these systems in the context of what we know about the nature of the 

work and the history of the project. 

Cruise Missile 

(E)nbedded System) First an examination of the cruise missile proJect. 

project data produced a technology factor of 1. This is the lowest value 

that has been observed historically. 

This software was written to process a data stream of radar information 

related to the terrain on the ground below. The software was made up 

of 5800 machine order instructions. Limited memory conditions, maximum 

The 
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processing speed, and extremely complex algorithms make this software 

one of the most difficult to create. The very low technology factor 

in this case is determined by the extreme difficulty associated with 

this work. Micro-code and ROMable firmware tend to be on the extreme 

low end of the technology factor scale as well. These three problem 

classes appear to be equally difficult to solve. 

EXEC System 

(Systems Software) - The EXEC system can be classified as operating 

system software - a system executive. The EXEC system was designed to 

run on a standalone computer and handle all data and memory management 

functions. The system was written primarily in Fortran (80-85%) with 

the remaining (15-20%) being written in Assembly language for optimization 

purposes. 

The EXEC system was done under contract by a large computer corporation. 

The contractor's proJect manager in charge of the software development 

was adamant about using a small team of people on the main software 

build (not more than 10-12 people). There was absolutely no way he 

was going to be talked into trying to 'steamroller' this project 

with large numbers of people. There were several reasons that he 

felt this way; the first reason was his own intuitive feel that small 

groups could communicate much better than large groups. From a 

management point of view he felt that a smaller team would be better 

able to implement the structured. modular development which he planned 

to use extensively on this system. The project manager used PDL, 

front end structured design as well as code walk throughs. This 

resulted in very modular and efficient code. 

The system originally was designed and coded around a Interdata 7/32 CPU. 

This machine had some significant memory constraints which somewhat 

compromised the design. Approximately one third of the way through 

the development the software builders switched to a Perkin Elmer 3242 

for a development machine. This CPU did not have the memory problems 

but the overall design remained consistent with its original concept. 

(It is not clear at this point whether the machine switch caused a break 

in the continuity of the project or not it usually does.) Both 

development computers supported on-line interactive development. 



"EXEC" consisted of 61 ,000 lines of exe;:utable code. The development 

time from detailed logic design to full operational capability was 

33 months and 248 manmonths of work was expended during the 33 month 

period. 

(Verification of the Software Trade-Off Laws) - When these data were 

run through the software equation in SLIM it produced a Technology Factor 

of 8 (a technology constant of 4181) and a manpower acceleration rate 

(gradient level) of 1. It was described by the proJect manager as a 

gradient level 2 standalone system. This is often the clue to expect 

a trade-off situation because a level l system takes longer than a 

level 2 system to do. The gradient level calculation determines how 

it was actually done. So if .the actual time was significantly longer 

than the minimum time for that type of system, it is very likely to be 

a trade-off candidate caused by some management constraint such as 

constrained funding, or constrained manpower. In this case a maximum 

of 10 to 12 people was the constraint. Using the actual size, the 

calibrated technology factor and the described level (61,000 Ss, TF 8 

and Level =2), SLIM's Monte Carlo simulation was run to determine the 

minimum time and corresponding effort. The simulation produced the 

following results= 

Minimum Time 25.8 Month 

I:evelopment Effort 658 Manmonths 

This was encouraging since the actual time was 7.2 months longer than 

this. and the actual effort was significantly less. 

We reasoned that if the parameters were set to 248 manmonths using 

the resign to Cost function in SLIM the software equation would calculate 

a time solution very close to the actual data point if the fourth power 

software trade-off law was valid. 

This procedure resulted in a near perfect fit. 

the schedule produced a 62% reduction in cost. 

A 29% stretch out in 

Even if we had considered 

the system to be a level l system, the minimum time result would have 

been 28.5 months and 438 manmonths. The difference between this and 

the actual data point (33 months and 248 manmonths) is still significant 

an 18% stretch out produces a 48\ reduction in cost. See Appendix A - a 

set of annotated outputs which show how the computerized model was used 

to verify the trade-off situation. 

109 
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RFM. Parts No. and Materials 

(Manufacturing Support Systems) - The final three data points are systems 

built by the same company. They are MIS systems that support manufacturing 

operations. The technology factors for these systems were very high (15,16 

and 17). They fall in the top 10% of what has been observed in the U.S., 

Europe and Japan. The developing organization is very tool conscious. They 

upgrade and assimilate new equipment and software tools on a regular basis. 

Over a four year period (1978 - 1982) this company moved out of a Non-IBM 

mainframe environment into a very modern large scale IBM environment. The 

software development people using the new equipment characterized the IBM 

environment as being much better for software development. The utilities 

that they formerly had to create were available as part of the normal IBM 

development tool kit. Additional capabilities available on this system 

included a data base management system and full capability screen editor. 

They were also using the ADE tools associated with IDMS. The functional 

designers made extensive use of the PRIDE structured development methodology. 

As a result they moved from a baseline technology factor of 12 in 1978 to 

16 in 1982. This represents a phenominal increase in efficiency. Used in 

this way the technology factor is a very good measure of an organization's 

real efficiency increase. 

F\Jthermore. this organization tends to invoke the software trade-off law 

strongly. They choose to build software using small groups of people 

(manpower constrained). Their experience shows that they get a higher 

quality product using this software development philosophy. 

Materials System 

(Verification of the· Software Trade-Off Law) - It is worth taking a look 

atone of these systems - Materials. It is a very large system. Materials 

was built in the environment described above. The system contained 700 1 000 

lines of COBOL. It took 38 months and 384 manmonths to build. The technology 

factor for Materials was 17. This is a very high technology factor (in the 

top 5% of what has been observed). The system designers described Materials 

as a rebuild of an existing system. 



The actual data from Materials was run through SlIM in order to 

determine the minimum time to complete the project. Gradient level 3 

was used because it corresponds to the fastest manpower buildup rate 

possible for a rebuilt system. The calibration of the actual data 

showed that they worked the problem like a level 1. This is of ten 

a good indication that a trade-off has taken place. Gradient level 

has a more gradual manpower buildup therefore they take longer to do. 

The Monte Carlo simulation routine in the SLIM model produced the 

following results; 

Minimum time 

r:evelopment Effort 

27 Months 

1434 Manmonths 

111 

To build the system in the minimum time it would have required 82 people 

at peak staffing. This organization typically doesn't use this many 

people on projects. Materials actually took 11 months longer to build 

than the minimum time but it used much less effort. To test the actual 

results against the 4th power software trade-off law the Cesign to Cost 

function in SLIM was used. If the actual recorded manmonths (384) was 

put in the resign to Cost function then the new schedule should be very 

close to 38 months. The software equation predicted a time of 37.45 

months. The prediction was only off by 2 weeks from what actually 

happened. This is very close realizing that most people don't record 

the data more accurately than whole months. 

The thirteen months schedule stretch out reduced the peak staffing to 

16 people. The increase between the minimum time and the actual time 

is 39\o This time increase caused a 1,050 manmonth reduction in effor~. 

The decrease between the minimum time effort and the actual effort is 

73\~ At a burdened labor rate of $50,000 I manyear this represents a 

4.5 million dollar cost savings~ See Appendix B - a set of annotated 

outputs showing how the SLIM computerized model can be used to perform 

this analysis. 
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(Materials System - Reliability) The Materials system has some 

reliability information. SLIM shows that when Materials first became 

operational it had a Mean Time to Failure (MTTF) of about l week to 

10 days. In other words the average time between major system failures 

that required prompt corrective action was about one week. 

Some work in the software reliability modeling area gives us the 

capability to compare the expected reliability levels for the minimum 

time and the actual time for the· Materials system and determine if 

there are any quality trade-offs between these different development 

approaches. When both cases were analyzed it appeared that there were 

significant differences. The minimum time solution would have produced 

roughly 1900 significant design and coding errors. The MTTF at the 

minimum time would have been about .05 months. This is about one 

eight hour day under normal operating conditions. On the other hand, 

the number of significant errors for the actual system would have been 

about 500 and the MTTF would have been .25 months (about l week). This 

is very close to the reliability level experienced in the field. 

Why would the quality be better for the second case? In the 

manpower intensive software development people spend a great deal 

of time trying to communicate with one another. The human communication 

process is ambiguous. Therefore erroneous human communication is 

always happening. Software developments that have large amounts of 

human communication tend to generate more "noise". This means that 

such systems have a large number of errors and a short mean time 

between failures. By reducing the human communication on a project 

you also reduce the noise. A few good people given enough time will 

not create nearly as many ~esign or coding errors. The attached 

computerized output shows how the quality changes between the two 

solutions. 
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RELIABILITY 

tttlttllllttltlllltllllllttllltllllttllttllllllllllllttlltltltttlllllttlttttllll 
MTERIALS SYSTEM 

A su""ARY OF THE CURRENT PARAMETERS ARE: 
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MINIMUM TIME RELIABILITY 
PARAMETERS 

TIP!E: 
EFFORT: 

27. 1 "ONTHS J 
1434 MHrmHTHS The minimum time solution 

COST: 
~EAN Tl"E TO FAILURE: 
ElPECTED ERRORS: 
ElPECTED ERRORS/1000 SS: 
EXPECTED ERRORS/1000 SS 

IFROM SIT TO FOC): 
ERRORS RE"AIHIN6 AT 27.1 '1os: 

5927 (I 1000 S) 

• 05 '10NTHS ............ _ 
1871 ERRORS ........ _ 
2.67 ERRORS 

.47 ERRORS 
93 ERRORS 

1 eight hour day of normal operatior 
Close to 1900 significant design ~nd 
coding errors 

lStlSttltttlltlltllllttllllttll1ttt1ttttlSllStttttlttltlltttlttttttltttttttttltt 
RELIABILITY 

tttttttttttSllllllltltt1tlt1tStttllSttttllttlllttltltltltllttttStltttllllllltl11 
"ATERIALS SYSTEPI 

A SUl'll'IARY OF THE CURRENT PARA"ETERS ARE: 

TI~E: 

EFFORT: 
COST: 
l'IEAH TI"E TO FAILURE: 
ElPECTED ERRORS: 
EXPECTED ERRORS/1000 SS: 
EXPECTED ERRORS/1000 SS 

!FRO" SIT TO FOCl: 
ERRORS RE~AIHIN6 AT 37.5 "os: 

37.S l'IONTHS J 
384 MHl'IONTHS 

1600 IX 1000 S) 

• 25 l'IOHTHS ........ _ 
501 ERRORS ........... _ 
• 72 ERRORS 

.13 ERRORS 
25 ERRORS 

ACTUAL DEVELOPMENT 
SCHEDULE RELIABILITY PARA.METE...qs 

1 week between major system failures 
Only about 500 significant errors 
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THE TABLE BELON SHOWS THE EXPECTED ERROR RATE, P!EAH TIP!E TO FAIL­
URE ("OHTHS>, AND EXPECTED CUmJLATIVE ERRORS FOR DEVELOP"EMT 
THROUGH THE .999 RELIABILITY LEVEL. THESE VALUES ARE BASED OH A 
OEYELOP~NT TI"E OF 27.1 "ONTHS AND A TOTAL DEVELOP"ENT 
EFFORT OF 1434.2 !1ANP!ONTHS. 

MINIMUM TIME ERROR FORCAST 

EXPECTED ERRORS 

11EAH ERROR EXPECTED RAH6E 
ERROR RATE CUP! ERRORS CUP! ERRORS IHTF 

"OHTH RATE RAH6E FIXED FIXED (P!OHTHSl 

---------- ---------- --------
JAH 79 15.2 10.7 - 19.7 8 6 - 9 

FEB 79 30.1 21. 4 - 39.8 30 25 - 35 

MR 79 44.2 31. 7 - 56.7 68 56 - 79 

APR 79 57.3 41. 4 - 73.2 118 99 - 138 

MY 79 69.0 50.2 - 87.8 182 152 - 212 

JUN 79 79.2 58. 0 - 100.3 256 214 - 298 

JUL 79 87.6 64.b - 110.6 339 284 - 395 

AU6 79 94.2 69.9 - 118.4 430 360 - 501 

SEP 79 98.8 73.8 - 123.8 527 440 - 614 

OCT 79 101. 6 76.4 - 126.8 628 524 - 731 No MTTF because we don't ha VF" 

HO\I 79 102.6 77.6 - 127.6 730 610 - 850 a system yet 

DEC 79 101.9 77.4 - 126.3 832 695 - 969 

JAH 80 99.6 76.1 - 123.1 933 779 - 1087 

FEB 80 96.1 73.8 - 118.4 1031 861 - 1201 

"AR 80 91. 5 70.6 - 112.3 1125 940 - 1310 

APR 80 86.0 6b.6 - 105.3 1214 1014 - 1413 

MY 80 79.8 62.2 - 97.5 1296 1083 - 1510 

JUN 80 73.2 57.3 - 89.2 1373 1147 - 1599 Systems Integration Test 

JUL 80 66.5 52.2 - 80.7 1443 1205 - 1680 .02 starts about here. 

AU6 80 59.7 47.0 - 72.3 1506 1258 - 1754 .02 

SEP 80 53.0 41. 9 - 64.1 1562 1305 - 1819 .02 

OCT 80 46.6 36.9 - 56.2 1612 1347 - tBn .02 

MOV 80 40.5 32.2 - 48.B 1656 1383 - 1928 .02 

DEC 80 34.9 21 .a - 41.9 1693 1414 - 1972 .03 

JAN 81 29.7 23.8 - 35.7 1725 1441 - 2010 .03 

FEB 81 25.1 20.1 - 30.1 1753 1464 - 2041 .04 

MR 81 21.0 16.9 - 25.l 1776 1483 - - 2068 .05 

-------------~--------------------------------------------------------------- MTTF = .05 Mos. when the 

APR 81 17.4 H.O - 20.0 1795 lWI - 2091 .06 system will become opera ti 

"AY 81 14.3 11. 5 - 17.0 1811 1513 - 21oq .07 

JUN 81 11. 6 9.4 - 13.8 1824 1~23 - 2124 .09 

JUL 81 9.3 7.6 - 11.1 183-4 1532 - 2136 .11 

AUS 81 7.5 b.O - B.9 1842 1539 - 2146 .13 

SEP 81 5.9 4.8 - 7.0 1849 1545 - 2154 .17 

OCT 81 4.6 3.8 - 5.5 1854 1549 - 2160 .2L You will 
NOV 81 3.6 2.9 - 4.3 1858 1552 - 2164 .28 

have to continue to te 

DEC 81 2.8 2.2 - 3.3 1862 1555 - 2168 .36 and work an additional 7.5 mont 

JAN 82 2.1 1.7 - 2.5 1864 1557 - 2171 .47 to get a MTTF of 1 week. The 

FEB 82 1. b 1. 3 - 1. 9 1866 1559 - 2173 .63 development cost now will be 

MR 82 1.2 1. 0 - l. 4 1867 1560 - 2175 .84 close to 10 million dollars. 

APR 82 .9 .7 - 1.1 1868 1561 - 2176 1.13 

MY 82 .7 .5 - .a 1869 1561 - 2177 1.53 

JUN 82 I:' .4 - .6 1870 1562 - 2177 2.10 
,,J 



I ~
 z 0 L
 ""' U1
 er 0 er ct
 w
 

M
AT

ER
IA

LS
 S

YS
TE

M
 

SS
 

70
00

00
 

TF
 

17
 

LE
VE

L 
3 

er 0 
1

3
0

 C
L 

1
0

4
 I 78
1 

52
 

26
 

E
X

P
E

C
T

E
D

 
E

R
R

O
R

 
R

A
T

E
 

. 

er 0 u . 

~
 

. 
. 

;· 

M
in

im
u

m
 

T
im

e·
 C

a
se

 

u u lL
 ·'\_

 

~
 

~
 

U
l 

U
 

LI
 

H
 

0 
Q

 
Q

 
(J

) 
:J

 
H

 
IJ

_ 
-.

--
-,

 

lf
) 

rn 
rn 

rn 
r
-
-
-
-
-
1

 

R
e
li

a
b

il
it

y
 

L
e
v

e
l 

rn rn rn 

Q
 O 

C
\J

 
""1

" 
(£

) 
C

D
 

~
 

N
 

ta
 =

 2
7

 
M

o
s
 !1

'l 
..

q
 

D
E

'J
 

T
IM

E
 

(
m

o
n

t
h

s
)
 

f-
' 

f-
' 

U
l 



EXPECTED ERRORS 
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~EAM E~~OR :;r~ . .., · .._ ~· ;;c;E 
ERROR RATE Cuti ~Mun .. ~Ll" ERRORS ~TTF 

~OHTH RATE RANGE F!IED FIXED 010HTHSl 
THE ACTUAL SCHEDUL2 

---------- ---------- -------
JAM 79 2.1 1. 4 - 2.9 1 - 1 

ERROR FOR CAST 

FEB 79 4.2 2. 8 - 5.7 4 4 - 5 
.~AR 79 6.3 4.2 - 8.4 10 8 - 11 
APR 79 8.3 5.6 - 11. 0 17 14 - 20 
MY 79 10.2 6.9 - 13.4 26 22 - 31 
J~ 79 11. 9 8.2 - 15.6 37 31 - 44 
JUL 79 13.5 9.3 - 17.7 50 41 - 58 
~U6 79 14.9 10.4 - 19.5 64 53 - 75 
SE? 79 16.2 11. 3 - 21.1 80 66 - 93 
OCi 79 17 .3 12.2 - 22.4 96 80 - 113 
M0 1

/ 79 18.2 12.9 - 23.5 114 95 - 134 
No system yet 

DEC 79 18.9 13.4 - 24.4 133 110 - 156 
JAM 80 19.4 13.9 - 24.9 152 126 - 178 
FEB ao 19.7 14.2 - 25.3 172 142 - 201 
,~AR 90 19.9 14.3 - 25.4 191 158 - 224 
~PP. 80 19.8 14.4 - 25.3 211 175 - 247 
l'!AY 80 19.6 14.3 - 25.0 231 191 - 271 
J~ 90 19.3 14.1 - 24.5 250 207 - 293 
JUL 80 18.8 13.8 - 23.8 269 223 - 316 
AU6 80 18.2 13.4 - 23.0 288 239 - 337 
SEP 80 17.5 13.0 - 22.I 306 253 - 358 
OCT 80 16.7 12.5 - 21. 0 323 268 - 379 
~o~ so 15.9 11. 9 - 19.9 339 281 - 398 
DEC 80 15.0 11. 2 - 18.8 355 294 - 416 
JAH 81 14.1 10.6 - 17.6 369 306 - 433 
FEB 81 13.1 9.9 - 16.3 383 317 - 4-49 .OB Systems Integration Test 
~AR 81 12.2 9.2 - 15.1 396 328 - 4b4 .OB 
APR 81 11. 2 8.5 - 13.9 407 337 - 477 .09 
~AY 81 10.3 7.8 - 12.7 418 346 - 490 .10 
JUH 81 9.4 7.2 - 11. 6 428 354 - 501 .11 
JUL 81 8.5 6.5 - 10.5 437 302 - 512 .12 
AUS 31 7.7 5.9 - 9.5 445 308 - 521 .13 
SEP 81 b.9 5.3 - 8.5 452 374 - 530 .15 
OCT 81 0.1 4.7 - 7.6 459 380 - 537 .lb 
NO~ 81 5.5 4.2 - b.7 4o4 385 - 544 .18 
DEC 81 4.8 3.7 - 5.9 470 389 - 550 .21 
JAH 82 4.2 3.3 - 5.2 474 393 - 556 .24 
------------- -------- MTTF = 1 week at full 
FEB 82 3.7 2.9 - 4.5 478 396 - 5b0 .27 operational capability 
MR 82 3.2 2.5 - 3.9 482 399 - 564 .31 
APR 82 2.8 2.2 - 3.4 485 401 - 5b8 .3b 
MY 82 2.4 l. 9 - 2.9 487 40-4 - 571 .41 
JUH 82 2.1 1.6 - 2.5 49q 405 - 574 .48 
Jll 82 1. 8 l. 4 - 2.1 m 407 - 576 .57 
AUS 82 1. 5 1. 2 - 1. 8 493 408 - 578 .67 How thi:igs get better as you 
SEP 82 1.3 1.0 - l. 5 494 409 - 579 .79 continue to test and work. 
OCT 92 1.1 .8 - 1.3 4% 410 - 581 .94 
NCN 82 .9 .7 - 1.1 497 411 - 582 1.12 
DEC 82 • 7 .b - .9 497 412 - 583 1.34 
JM 83 .6 .• 5 - .7 498 412 - 584 1.62 
FEB 83 r: .4 - .6 499 413 - 584 1.90 ,.J 

MR 83 • 4 .3 - .5 499 413 - 585 2.38 
APR 83 .3 .3 - .4 499 414 - 585 2.91 
~AY 83 .3 .2 - .3 500 414 - 586 3.58 
JUN 83 .2 .2 - .3 500 414 - 586 4.42 
Jll 83 .2 .1 - .2 500 414 - 586 5.47 
Alll' I'\~ 

f -
., r::;no 414 - SBb 6.82 
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Plotting the Data on the RAIX Trend Lines 

We have examined three classes of software; a realtime embedded system, an 

operating system and three manufacturing support MIS systems. The different 

schedule. staffing and quality implications that determined the particular software 

development strategy have also been examined. Now we will plot these data on the 

trend lines established by the RAO: analysis. The data will be portrayed on the 

graphs listed below: 

1. Productivity versus System Size 

2. ProJect CUration versus System Size 

3. Total Manmonths versus System Size 

4. Average Manpower versus System Size 

See Figures 7 through 1 0 . 
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Productivity Versus System Size 

The first graph that will be analyzed (Figure 7.) is Productivity 

versus System Size. The cruise missile software falls more than one standard deviat1cn 

below the average productivity of over 400 systems. Remember this software was 

extremely complex. it had a very low technology factor (1 on a scale of l - 22) and 

it was a minimum time (maximum effort) development strategy. The cruise missile's 

productivity plots exactly where one would expect (very low). 

The EXEC system's productivity plots almost exactly on the average trend line. 

The technology factor for this system was 8. This is lower than the average technology 

factor of all the systems in the RAr::c data base. Normally. with this technology 

factor we would expect to see a slightly lower than average productivity. However 

this would only be true if a minimum schedule (maximum effort) strategy were employed. 

Productivity for the minimum time would be 61 ,000/665MM or 93 source statements per 

rnanmonth of work. This productivity would plot well below the average trend line 

We know that this system was resource constrained at a maximum staffing of 11 people 

The manpower constraint caused a 7.2 month increase in the schedule and a substant1aJ 

reduction in effort. The calculated productivity for the system as it was actually 

built is 61.000/248MM or 246 source statements per manmonth of work. This productiv1ty 

is much higher than the minimum time. This is why the EXEC system's productivity plots 

on the average trend line even though a technology factor of 8 might initially cause 

us to think it would be lower. 

The three manufacturing support systems experienced very high productivity rates. 

All three of these systems had very high technology factors. They were all resource 

constrained by the organization's small team development approach. Consequently, all 

three of these systems fall in the trade-off region. This organization's capital 

investment in tools coupled with their development philosophy has really paid off. 

Their productivity plots 2 to 3 standard deviations higher than the average of over 

400 systems. 
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ProJect CUration Versus System Size 

The second graph is proJect D.lration versus System Size. Notice first that the 

cruise missile software plots more than one standard deviation longer than the average 

of 400 systems. The very complex nature of this work would intuitively lead you to 

expect this and indeed, this is the case. 

The EXEC system plots close to one standard deviation longer than the average 

duration. Why? Be1ause the schedule was deliberately stretched out 7.2 months from 

the minimum time schedule - - the trade-off becomes very evident. 

The three manufacturing support systems all plot very close to the average duration. 

The influence of the high technology factors shortens the development schedule at the 

m1n1mum time. Materials schedule was stretched out 13 months. Even with this dramatic 

time stretch out it still plots slightly shorter than the average duration. The other 

two systems had similar situations. 

Total Manmonths Versus System Size 

The next graph is Total Manmonths versus System Size (Figure 9 ). Manmonths 

are proportional to cost therefore this graph also represents how expensive it is 

to build a system. Notice that the three manufacturing systems required much less 

effort than the average (2 to 3 standard deviations fewer manmonths). This means 

that these systems were very inexpensive compared to what other organizations have 

historically paid for similar sized systems. Again. it shows quite clearly that this 

organization's capital investments and development practices have really paid off. 

The EXEC system plots slightly less than the average manmonths. This is due 

to the constrained resource development approach (Trade-Off) that was used. 

The cruise missile was more complex. It had a lower productivity, it took 

longer to build and it required more effort. The effort was more than one standard 
I , 

deviation (higher) than the average of over 400 systems. 

Average Manpower Versus System Size 

The last graph is Average Manpower versus System Size (Figure 10). As you 

might expect, the cruise missile software required a greater than average number of 

people. 
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The EXEC system took less than the average number of people. This is not 

surprising because the system was resource constrained at 11 people< 

The manufacturing support systems used significantly fewer people. All three 

systems fall two to three standard deviations lower than the average number of people 

of 400 systems. 

CONCLUSION 

The graphs tend to support that the software equation is very close to expressing 

the way software systems behave with respect to changes in the schedule and effort. 

The large number of systems in the RAIX: database from which the trend lines on the 

four graphs were derived provide an objective means to measure the actual performance. 

The technology factor provides the capability to measure relative increases in 

efficiency in a homogenous class of work. 

When these metrics are. combined they give a good account of how you really 

performed. This starts to become meaningful as you acquire tools and develop new 

methodologies. Measure the old projects. Measure the new projects. Did you really 

get the pay off that you anticipated? What is the pay off? Are you getting an equal 

or better quality product in less time, using less effort and fewer people? 

Using this approach we are able to capture the long term dynamics of the software 

development process. As things change over time we will be able to better assess 

the actual capabilities of the organization. This information can then be fed back 

into the estimating process so that our estimates are consistent with the organization'· 

current capabilities. 
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APPENDIX A 

EXEC SYSTEM 
VERIFICATION OF THE TRADE-OFF LAW 
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ia111111ta111111111111111111t1111111111111a1ta1111s1111t1tttttttt111ttatttttttst 
su""ARY OF INPUT PARArtETERS 

lll1llllltltl1ttlttlt1ttlttt11ttltlttttlttlt1tlttllS1tttttltttttttttttlttttttttt 
SYSTEM: EIEC SYSTE~ DATE: 10 "AR 83 

PROJECT START: Ob7B 

COST ELEl1EHTS 
COST/"Y: 75000. 
~ONETARY UNIT: m 
STD DEY lCDSTJ"Yl: 7500. 

EHVIRON~NT 

ONLINE DEYELOPftENT: 1. 00 
DEYELOP"EHT Tl"E: 1. 0-0 
DB"S: 0.00 
LAM6UA6E: FORTRAN 

SYSTEM 
TYPE: OPERATIH6 SYSTEl1 
LEVEL: 2 

~ODERN PR06RA"ftlN6 PRACTICES 
STRUCTURED PR06RA""IN6: > 751 
TOP-DOWN DESISN: > 751 

ElPEllIEHCE 
OVERALL: 
LAH6UA6E: 

ElTENSIVE 
AVERA SE 

• 

TECHNOLOGY 
FACTOR: 8 .. 

SIZE 
LOWEST: 51000 

Tl"E: 13: 30 

INFLATION RATE: 

HOL USAGE: 
PRODUCTION TI"E: 

REPORT WRITER: 

REAL -TI "E CODE: 
UTILIZATION: 

DESIGN/CODE INSPECTION: 
CHIEF PROS TEA" USAGE: 

SYSTE" TYPE: 
HARDWARE: 

ck = 4181 

HIGHEST: 

.100 

.SS 
o. 00 
0.00 

.15 
.80 

> ~l 
< 25I 

EITEMSIYE 
fHNl"Al 

71000 

-------~-~----------------------------~-~-----~----------------------

Gradient level 2 for a 
standalone system as 
described by the project 
manager. 

Technology factor 8 was 
calcUlated from the actua 
project data. 



I UH t t t l t l tt It t tl Ult 111lJtt1 t st: t t t l l l t t t Ult U l l tt t t t It t tt t t Utt 2 t t l l t t lt tl ft 
Sl~ULATJON 

tnttl tu l lttllUt UO l t It ltt l l t 111ttIlt11 t UI I ttt t ttt t Utt Ul ttl It lt l JU t Ult 1' 

EXEC SYSTt.~ 

10 MAR 83 

13:36 

SYSTEM SIZE 1 STATE~ENTSl 

l'l!Nll'IUl'I DEVELDPi'IENT Tll1E (l'IOMTHS) 

DEYELDP11EHT EFFORT (l'IANMONTHSl 

DEVELOP11EJH COST (SJ 

tUNIMFLATEDl 
( INFLATEDl 

PEA~ MANPO~ER (PEOPLEJ 

l'IEAN 

61000 

25. 8} 
658.1 

4146 
4599 

38 

STD DEY 

70.6 

584 
65S 

SEl'tSJTIYITY PROFILE FDR l'IINIMUl'I Til'IE SOLUTIOM 

UNINFLATE.D 
SOURCE snns 110HTHS MN1'0HTHS COST tl 1000) 

----------- --------- ------------

-3 STD DEV 51000. 23.9 510. 3187. 
-1 STD r>EV ~bb7. 25.2 614. 3835. 
"1JST LI KEl Y 61000. ~.8 658. 4146. 
+1 STD DEV 64333. 26.4 718. 4490. 
+3 STD DEV 7100-0. 27.5 824. 5152. 

A CONSISTEJtCY CHECX VItH rtATA FROM OTHER SYSTE"S,QF THE SA"E SIZE S~~S: 

TOTAL MN?roHTHS 
f>RnJECT OURATIDft ttOCrnSl 
AV'ERA6£ I PEOPLE 
PRODUCTIVITY (lJlffS/Ml 

658 
25.8 

25 
93 

IM NORML RAMSE 
IN NORrtAL RANGE 
IN NORML RAMSE 
IN NORML RAN6E 

129 

Thi:~ is the fc:istcst time 
th~t the EXEC system 
cou1d have been built in. 

To build the system in the 
minimum time it would have 
required 38 peopl~ at 
peak staffing. 

Productivity at the 
minimum time is 93 Ss 
per manmonth. 
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ttittttttltttt1tt1tttttttttttlttttttttttaattttttttttttttttttttttattttttttttttttt 
DESl6H TO COST 

ltlttttttllttlttttttlttttllllltttttttlttttlttlltttttttttttltlttttttttlttltlttttt 
me SYSTEM 

THE BEST ESTIMATES OF THE MINIMUM Tl~E AND CORRESPONDI~S EFFORT AND COST TO 
DEVELOP YOUR SYSTEM ARE: 

MINil'!W1 TIME: 
EFFORT: 
COST: 

2~. 85 MONTHS 
658 MHrlONT HS 

4146 (X 1000 S) 

ENTER DESIRED OEYELOPMEHT EFFORT IN MANMOHTHS 

131 

248 The actual marunonths of effort 

NEW !>£VELOPMENT TIME 
EXEC SYSTE~ 

MEN DEY TIME l~ONTHSl 

MEW otY EFFORT (l'tAHMOMTHSl 
HEN DEY COST IX lOO-Ol 

MEAN STD DEV 

33.0-0} ~ 
248 27 

1550 218 

A near perfect fit to the inverse 
4th trade-off relationship. 

YOUR FILE IS NOW UPDATED WITH THESE HEW PARAMETERS. RUH "AHLOADIN6 AND CASHFLOW 
TO SEE HOW THESE SAVIHSS CAN BE REALIZED. 

A CONSISTENCY CHECX WITH DATA FROM OTHER SYSTEMS OF TH£ SAJ1E SIZE SHOWS: 

TOTAL "ANr!ONTHS 
PROJECT DURATION ("OHTHS> 
AVERAGE t PEOPLE 
PRODUCTIVITY (LlNES/r!Ml 

248 
33.0 

B 
246 

IN NORPW. RAH6E 
IN NOR!'IAL RANGE 
IN NORMl. RAHSE 
IN NORMl RANGE Productivity has increased 

from.93/MM to 246/MM .• 
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t Ill t l l tit U l l tt l1 t t t t t t l t t l l tt U Ult t lt ts t ll tt l l t tt l 11 l t t tt: ti U at tl it U l tt l l l t 

MNLOADIN6 
It J l t It tl J lt l lt l t It t l l t t ll t ll U U t U t U U Utt t U t l tt t Ult t tl Utt tt t tit tl at lt t I U 

EXEC SYSTEM 

THE TABLE BELOW SHOWS THE MEAN PROJECTED EFFORT lAND STANDARD 
DEYJATIONl REQUIRED FOR DEVELOP11ENT. THESE VALUES ARE BASED 
ON A DEVELOP~E~T TI11E OF 33.0 l'IONTHS AHD A TOTAL DEVELOP-
1'1EMT EFFORT OF 248.0 11ANl10NTHS. 

STAFFING PLM 

CU1'1ULATIVE CUl1 
l'IOHTH PEDPLE/l'IOHTH STD DEV 11ANl'10MTHS STD DEV 

------------ ----------
JUN 78 .1 
JUL 78 . 2 1 
AUS 78 . 3 3 
SEP 78 2 • 4 5 
OCT 78 3 . 5 
NOV 78 3 • 6 11 1 
DEC 78 . 7 14 2 
JAN 79 4 . 8 19 2 
FEB 79 s .9 24 3 
!'!AR 79 5 . 9 29 3 
APR 79 b 1. 0 35 
1'1AY 79 b 1.1 41 4 
JUN 79 7 1.1 48 5 
JUL 79 7 1.2 56 6 
AU6 79 8 1. 2 63 7 
SEP 79 B 1.3 72 8 
OCT 79 9 I. 3 BO 9 
HOV 79 9 1.4 89 10 
DEC 79 9 1. 4 98 11 
JAN BO 10 1. 4 108 12 
FEB 80 10 1. 5 118 13 
PfAR BO 10 1. 5 128 14 
APR BO 10 1. 5 138 15 
MY BO 11 1.5 149 16 
JUN 80 11 1.5 159 17 
JUL BO 11 1. 5 170 18 
AU6 80 11 1.5 181 19 
SEP 80 II 1.5 192 21 
OCT 80 II 1.5 203 22 
HO\I 80 It 1. 5 rn 23 
DEC 80 II u 226 2~ 

JAN 81 11 I. 5 237 r.i 
FEB 81 11 I. 5 248 27 
--------------·--------··-----------------------------------·------· 
11AR 81 6 . 7 25~ ?8 

Peak staffing does not 
exceed 11 people (this 
lS the maximum number of 
people the project manager 
was willing to use). 
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APPENDIX B 

MATERIALS SYSTEM 
VERIFICATION OF THE TRADE-OFF LAW 
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t1llllllllllltltttttttlltttttltttl1lttttttttttlllttttttltttttltttllttltltttlttlt 
SUr1r1ARY OF INPUT PARA"ETERS 

tttlll1tttttttttlttttttttttlttttttttttttttttttttt1tltttlttttltllt11tt111111tlttt 
SYSTE~: MTERIALS SYSTEM DATE: 10 r1AR 83 

PROJECT START: 0179 

COST ELEMENTS 
COST/~Y: 50000. 
110NETARY UNIT: IS) 
SiD DEV (C0ST/r1Yl: 5000. 

EMV1P.0Nr1ENT 
ONLINE OEVELOPr1EHT: 1.00 
DEYELOP11EHT Tir1E: 1.00 
DB!1S: .30 

LAM6UA6E: COBOL 

svsm• 
TYPE: BUSINESS APPLICATION 
LEVEL: 

r10DERN PR06RAr1"IH6 PRACTICES 
S1RUC1URED PROGRAftttlNG: > 75I 
TOP-DOWN DESIGN: > 7SI 

EXPERIENCE 
OVERALL: EXTENSIVE 
LANGUAGE: EXTENSIVE 

TECHNOLOGY 
FACTOR: 17 

SIZE 
LOWEST: bOOOOO 

.. 

m•E: 12:20 

INFLATION RATE: 

HDL USAGE: 
PRODUCTION TlttE: 

REPORT ~RITER: 

REAL-Tlt1E CODE: 
UTILI ZATIOM: 

DESIGN/CODE INSPECTION: 
CHIEF PROS TEAft USA6E: 

SYSTEJt TYPE: 
HARDWARE: 

Ck = 35422 

HIGHEST: 

.100 

1.00 
0.00 
0.00 

o.oo 
.so 

> 751 
< 2SI 

AVER ASE 
EXTENSIVE 

800000 

--------------------------------------------------------------------------------

A rebuild of an exi s tin, 
system. 

Exceptionally high. 
A very good performer. 



tttttlttattttlttttitstttttltttttttttttttttttttttttttttttttttttttttsttttttttttttt 
SIMULATION 

tastststttttrttttttttttttttttttttttttttttrttttttttstitttttttttttttttattttatttttt 
MATERIALS SYSTEM 

10 MAR 83 
12:27 

11EA~ 

svsm1 SIZE (STATEMENTS) 700000 

t!JHil'!UM DEVELOPMENT Tll'!E tl'!OHTHSJ 27.1} 
OEYELOPl'!ENT EFFORT IMANMOMTHSl 1434.2 143.1 

DEVELOP11ENT COST ( s) 

lUtWffLATEDl 5927 812 
! HffLATEDl 6606 898 

PEM: MMWOWER (?EOPLEl 82 .. 
SENSITIVITY PROFILE FOR MIHIMUI'! Tl"E SOt.UTIOH 

UN INFLATED 
SOURCE SHHS l'!OHTHS l'!AN,,ONTHS COST (J 1000) 

----------- --------- -------------

-3 STD DEV 600000. 25.2 1178. 4907. 
-1 STD DEV 666667. 26.4 1349. 5619. 
r.asr LIKELY 700000. 27.1 1434. 5927. 
+1 STD DEV 733333. 27.S 1524. 6352. 
+3 STD DEV 800000. 28.5 1705. 7103. 

A CONSISTENCY CHECK WITH DATA FROI'! OTHER SYSTE"5 OF THE SAIE SIZE SHOWS: 

TOTAL "ANl'!OHTHS 
PROJECT OURATIOH (1'flNTHSl 
AvtRAGE I PEOPLE 
PRODUCTIVITY (LINES/~~) 

1434 
27.1 

53 
~88 

IN l«JRML RAMS£ 
IN NOR~l RANGE 
IN NORML RANGE 
IM NOR Ml RANGE 

137 

This is th0 absolute 
minimum time that this 
system could have been 
built. 

To build the system in 
the minimum time wuuld 
require 82 people. This 
is not the organizational 
style -- a few good people 
is their approach. 
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lt1ll111tlllltlllttlttltlltllllllllllttlltlllllttttttttltltltltlllllllllltl1llll 
1'ANLOADIN6 

tltlllltlllllllllllltttltltltlttllltttttlltttllttltttttllllttltttttttlttttlttltt 
,.ATERIALS svsm• 

THE TABLE BELOW SHOWS THE ,.EAH PROJECTED EFFORT IAHD STANDARD 
DEVIATIONl REgUJRED FOR DEVELOP"ENT. THESE VALUES ARE BASED 
ON A OEVELOPftEHT TI"E OF 27.1 noNTHS AND A TOTAL OEVELOP-
~ENT EFFORT OF 1434.2 ftAHftONTHS. 

STAFFINS PLAN 

CW.ULATIVE cu" 
"OMTH PEOPLEn.OfHH STD DEY ,.AHttONTHS STD DEV 

----------- ---..--------
JAN 79 2 . 4 2 
FEB 79 7 1. 3 10 1 

ftAR 79 12 2.1 22 2 
APR 79 17 2.9 39 4 
l'!AY 79 22 3.7 02 6 

JUN 79 27 4.4 88 9 

JUL 79 31 5.0 120 12 
AUG 79 36 s.o 155 lb 

SEP 79 40 b.2 196 20 
OCT 79 44 b.7 240 24 
NOY 79 48 7.2 288 29 
DEC 79 52 7.b 340 34 
JAN 80 5b e.o 396 40 
FEB 80 59 8 ... 455 45 
MR 80 62 S.7 518 52 
APR 80 65 9.0 583 58 
l'!AY 80 68 9.2 65l o5 
JUN BO 71 9.4 722 72 
JUL 80 73 9.5 794 79 

AUS 80 75 9.7 809 87 

SEP 80 7b 9.8 945 94 
OCT 80 78 9.8 1023 102 
NOV 80 79 9.8 1102 110 

DEC 80 80 9.9 1183 11 a 
JAN Bl 81 9.8 1263 126 
FEB 81 Bl 9.8 1345 134 

11AR 81 82 9.7 1426 142 
----------------------------------------------------------------
APR 81 41 4.8 1467 150 

139 

This is more people 
than they usually use 
on a project. 
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tt•tttttlltttttltltlttttllltltllllltttttlttttttllttttllttttttttttllttttttttttttl 
DESIGN TO COST 

tUltl an l us l Ul in mu I tt l l nt 11 tl t uu tu l Utt ttUUUUUUltttUUtttttt u 
~ATERIALS SYSTEM 

THE BEST ESTIMATES OF THE MIMl~UM TIME AND CORRESPOHDIN6 EFFORT AND COST TO 
DEVELOP YOUR SYSTEM ARE: 

MINIMUM TI1'1E: 
EFFORT: 
COST: 

26.99 MONTHS 
1430 MNMOIHHS 
5967 (X 1000 S) 

ENTER DESIRED DEVELOPMENT EFFORT IN ~ANMONTHS 
? 
384 They actually built the system in 38 months for 

384 manmonths. 

Let's try these numbers 

HEW DfVELOP1'£HT TIME 
11ATERIALS SYSTEM 

11EAN STD DEV 

37.45} <. 
This is within two weeks of what 
actually happened. 

NEW DEV TIME (l'!OHTHSl 
NEW DEV EFFORT (MAHMONTHSl 
NEW DEV COST ( X 1000 l 

384 40 
1600 204 

YOUR FILE IS NOW UPDATED VITH THESE NEW PARAMETERS. RUH !VrHLOADIN6 AND CASHFLOW 
TO SEE HOW THESE SAVIMSS CAH BE REALIZED. 

A COHSISTEHCY CHECK WITH DATA FROM OTHER SYSTE~S OF THE SAME SIZE SHOWS: NOTICE THE FLAGS 

TOTAL MHl10NTHS 384 
37.S 

10 
1823 

< NORML RAM6E ) 
Less than normal effort 

PROJECT DURATION (MONTHS> 
AVERAGE I PEOPLE 
PRODUCTIVITY llINES/~Ml 

IN NOR11Al RAH6E 
< NORML RAMGE 
> NORML RAMGE 

Less than normal # 

Greater than normal 
prod ucti vi t y 

people 

THESE ARE GOOD FLAGS '' 



tlSt~?tfitttttttttttttttttttSlttttttttttttttSttttttttttttttttttttttttlttttttttt 
r1ANLOADIN6 

SttttlttttttttttlltttltttttttttltttttttttttttJtlttttttttllttttltttltttltttttttlt 
"ATERIALS SYSTE~ 

THE TABLE BELOW SHOWS THE MEAN PROJECTED EFFORT !AND STANDARD 
DEVlATIONI REQUIRED FOR DEVELOPMENT. THESE VALUES ARE BASED 
OH A DEVELOPMENT TIME OF 37.5 MONTHS AHO A TOTAL DEVELOP-
MENT EFFORT OF 384.0 MANl10NTHS. 

STAFFING PLAN 

CUMULATIVE CU/1 
MONTH PEOPLE/1101HH STD DEV 11AH~HTHS STD DEV 

------------ ----------
JAN 79 .1 
FEB 79 l . 2 
MR 79 2 • 3 7 

,J 

APR 79 2 .5 6 
MY 79 3 . 6 9 
JUN 79 4 • 7 12 
JUL 79 4 • 8 17 2 
AU6 79 5 1. 0 22 2 
SEP 79 1. 1 28 3 
OCT 79 6 1. 2 34 
NOV 79 7 l. 3 41 4 
DEC 79 8 1.3 49 s 
JAN 80 8 l. 4 57 6 
FEB 80 9 1. 5 66 7 
MR 80 9 1.6 75 8 
APR BO 10 1. 7 85 9 
MAY 80 10 1. 7 96 10 
JUH 80 11 1. 8 106 11 
JUL 80 11 1. B 118 12 
AUG BO 12 1.9 130 14 
SEP 80 12 1. 9 142 15 
OCT BO 13 2.0 155 16 
NOY 80 13 2.0 168 17 
DEC 80 13 2.0 181 19 
JAN Bl 14 2.J 195 20 
FEB 81 14 2.1 209 22 

. "AR Bl 14 2.1 223 23 
APR 81 15 2.1 238 25 
"AY Bl 15 2.2 253 26 
JUN 81 15 2.2 268 28 
JUL 81 15 2.2 283 29 
AU6 81 15 2.2 298 31 
SEP 81 16 2.2 314 33 
OCT 81 lb 2.2 330 34 

·NOV 81 16 2.2 345 36 
OEC 81 16 2.2 361 38 
JAM 82 16 2.1 377 39 
----------------------------------------------------------------
FEB 82 8 1.1 385 41 

The actual staffing 

This plan peaks at 16 
people. ·(This lS the 
typicc1l organizational styli 
for this company) 
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