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Overview of Commercial Satellite Communications
- .Dr.Guy W. Beakley

The period from Arthur Clarke's 1945 prediction of geostationary satellite
communications covering the entire planet till satellites were stationed over
the Atlantic, Pacific and Indian Oceans.was less than twenty-five years. In
the following fifteen-year period, satellite communications-has -affected-all
of us. Most international calls are carried by satellite. *Much of :the tele-
vision that we watch has been relayed, processed, “or distributed by satel-
lite. In fact, many of us who live in cabled cities can choose -among fifty
channels or more for viewing on a particular night, largely.brought to us. by
satellite. Some morning papers, radio programs, -and basic .weather  data
appear coast-to-coast rapidly because of the satellite. .Even.while we sleep,
computers in an increasing number of business offices “are talking to-each
other by satellite. Virtually the whole world--from-the busiest urban center
to the most remote island--can be interconnected by satellite:communications
networks capable of providing economical and reliable transmission of. .commun-
ications signals, including voice, data, electronic mail, and video. ~"The
satellite's advantages of distance-insensitivity, point-to-multipoint capa-
bility and improved quality over long distance are unique. These facts have
led Dr. Clarke to speculate on the future impact of satellite communications
in The View From Serendip, 1977:

"I submit...that the eventual impact of the communications satel-
lite upon the whole human race will be at least as great as that
of the telephone upon the so-called developed societies. In
fact, as far as real communications are concerned, :there ‘are as
yet no developed societies; we are all in the semaphore and smoke
signal stage...! believe that the communications satellite can
unite mankind."

Brief History of Communications Satellites

In the late 1950's, both the United States and the Soviet.Union -began devel-
oping satellites and the necessary launch vehicles to- place them into orbit.
The Soviet Union's successful launching of SPUTNIK 1 came in October .of 1957,
and was closely followed by the United States' EXPLORER 1 in January -of 1958,
Shortly thereafter, in December 1958, the world's first .active communication
satellite, the U.S. Army-built SCORE, was launched. The ECHQ .satellites
that followed in the early sixties were passive. They merely reflected sig-
nals back to the earth. Active satellites TELSTAR :and RELAY, which ‘amplified
signals from the earth and retransmitted them, were launched in 1962.

The rockets available in 1960 could boost satellites into orbits no higher
than 10,000 km above the earth. The challenge was to increase .the orbit to
approximately 36,000 km, where the satellite's period is one .day. When
located over the equator, the satellite at that height becomes geosynch-
ronous; i.e., it appears fixed in space relative to earth stations on the
ground. This has the obvious advantage of eliminating tracking electronics
and position drives for antennas, thereby greatly simplifying the earth sta-
tions. The first successful geosynchronous satellite was SYNCOM II, launched
in 1963.



The comner;:;lal era .opened with- the Communications Satellite Act of 1962 which
set: g, the,,ICqmumcatwns* Satellite . Corporation. (COMSAT) as the United
,States.'. “carrier"- for .satellite tMecouwnunicatmns This was followed by the
formation,.of the Internat:ona] Jelecommunications Satellite Organization
(INTELSAT) -and the. launch1ngﬁof “Ear}y Bird“ or INTELSAT I in 1964.
. B e

Canadaaubecaqse-of lts wadely separated areas of population and often harsh
-terrain;sand:environment ,.was the.first country to realize a domestic (DOMSAT)
geosynchronous satel]ite system.. Canada established TELESAT Canada in 1969
and - laupched ﬁNPK AL in’ 1972, Also in 1972, the Federal Communications
Commission author1zed the Un1ted States.. conmon carriers to construct and
operate satéllite ‘'systems for domestic telecommunications in the "free enter-
prise" mode. This led to Western Union's launching of WESTAR 1 in 1974,
?C?ésmlaunggjng@Of,SAICON‘Erl‘inH1975 and AT&T?S launching of COMSTAR D-1 in
Toge. e 2O : }“‘ :

S1nce SYNgOM “over 00'geosynchronous satellites have been launched, of which
.about 90 percent haVe been commun1cat1ons satellites.

The 1ncrease in capac1ty and capab111t1es of the INTELSAT satellites illus-
trates ‘the growth that is possible in satellite communications. INTELSAT I
(Ear]y B1rd), ‘which ' was first ‘operational in 1965, had an equivalent voice
circuit capacity of 240 channels or one TV channe] It provided service
between Europe and North America only. INTELSAT II had the same capacity.
The capacity for INTELSAT III jumped to 1,500 channels and INTELSAT IV to
4,000 channe]s ulus two TV signals. INTELSAT IV-A, which was first opera-
t1ona1 in 1975 has. a capacity of 6,000 channels plus two TV signals

(Figure: 1)
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Figure 1. Growth of INTELSAT Satellites




INTELSAT V has a capacmty of 12,500 voice: chanmeTs ‘$lus ‘two TV: 51gnéﬂ fa 1
has global, zone and spot beams to supply d1fferént"commuhfcat1ons gaﬂabxl*
ities to different regions, and also uses ‘the T1/14 6Hz bands as well as:the
4/6 GHz bands. Two hemispheric beams alTow the use of  the same’ frequencrés
in different areas and effectively.double the traffic-capacity for the fre-
guency band. The use of orthogonal polarizations effectively doubles the
available frequency spectrum. The combination -thereéfor

use of the 500 MHz available at 4/6 GHz. A twofoldiuse '¢fthe" ¥171438Hi“ba“
is realized through the use of ‘regional beams. - INTELSAT V<R, “to
launched in 1984, will have a capacity of 15, 000 voige‘chanpel N

VI (1986) will have a capacity of more than 30 000, voice thanne1s.a’w
channels. ‘n )

<

The size of earth stations for use in the INTELSAT System has been”dramat-
ically reduced. The system originally used 30-meter-diameter reflectors’

‘allows - a” Fourféld-e

(standard "A" stations). With improvements in system, techno}ggy,wthemuse of...

smaller earth stations became possible. Antennas with diameters, of. ;Jimeter§

(standard "B" stations) are now in frequent use throughout" %he'system.

The improvements in satellite and earth station technology hawew.all v
price reduction of a factor of four in leased international cwﬁé;f%§“

1965. Discounting inflation, the real circuit cost has decreased by.more-

than a factor of ten. In the years from 1965 to’ 1975, .the INTELSAT, network.
grew from 60 telephone circuits to about 10,000 circuits, . more. than,. Joub 1nq

every two years. The number of each stat1ons empjoyed in th1sh etw0rk n

numbers about 300 in almost 150 countr1es

‘\»4 ‘;"

A number of countries now lease whole or part1a1 trangponders fr NTELS

oLm 1 Ll
for intracountry communications. It should be noted that,;oynt aes t?pica]1y:t
use the INTELSAT system for domestic communications prior to aunch1ng of.

their own domestic satellite. The principal advantage of a satellite system
to a developing nation lies in the startling improvement..in.the_reliability..

Eince™

and quality of international communications. The relative 1mmun1ty to signal

degradation with poor weather conditions, multi-path’ a,‘ 980 X ;v1ty
permits the establishment of communication links tha are;g‘ ] w“1nf3nm%e1yf
more reliable than conventional radio communicatis ”"’f%ﬁﬁ? ¥on, -

good quality television and other services can be prov1ded'that were not:
previously possible.

The potential for compet1tlon in internatignal satel
the horizon. Two companies, Orion Satellite Corpofif; : LG¥i ,
Satellite, Inc., have each filed for Trans-Atlantic’ Sate111te systems. It
appears that the international satellitgs busitesgs:. s the rpotenthal:

become as competitive as the domestic U.S. satellite business.

..4..
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hJUnti] the MARISAT system was 1nat1ated in 1976, radio communications with
~ships was: in-:a primitive state, bas1ca11y suffer1ng from low capacity and
- zpoor: rel1ab1?1ty .of ~conventional radio at the VLF, LF and HF bands. The
.. .MARISAT -system opened a new:era in communications by providing high-quality,
highly- reliable vo1ce, data; facsimile and teleprinter service to ships at
i seas: Theiservice -isas;simple to operate as ordinary telephone and telex and
. -avoids. the multiple hours. that. highly trained operators have to spend on the
. 'ship. and.,on..shore-for--a: normal telegraph message. The system, now called
~.INMARSAi* as revo]ut1onized maritime communications and has enhanced the
safety ofsocean travel..: - . -

. The “INMARSAT 'commercialz system consists of satellites over the Atlantic,
i Pactfic ‘and.Ind¥an Oceans -ind earth stations located on the coasts. Communi-
~gation betweén the ~shore stations and the satellite is in the 4/6-GHz band.
i +Communication 'between the ships and the satellite is in the 1.4/1.6-GHz
:»rég1on. “5The shipboard: units are stabilized to keep the antennas pointed
toward ‘the-isatellitew in the presence of roll, pitch and yaw motions of the
ships. ’

“Today "there™ are over' 1,900 INMARSAT terminals in operation on ships and
.. offshore drilling rigs. The number of users is expected to exceed 10,000 by
*ffthe m1d 1990 s.‘(’ 0T

| ure 2. Tn ~ARIA ntnn for Ship—tSore
Communications via Satellite



United States Domestic Satellite Systems .
o ki Rl B Tinggd i et
The development of domestic satellite communications in the United States
began with the establishment by the common carriers of earth station and
satellite networks for transmission of voice, televisian .and data tp the
large cities. The first U.S. domestic satellite communicatiam  gystem was
placed in operation in 1973 by RCA American. Commumications (Americom);. esing
the Canadian ANIK A2 Satellite. RCA used WESTAR #n 1974 .and:has' used:its: agwn
satellite system since 1975. Most of“RCA's ‘transpomrder's -are being used. for
cable television distribution to a very lerge network of earth stations. i RCA
also provides leased private line service to~"& number bf:-tompanies, performs
specialized voice, television and data services forc the U:S. government using
dedicated earth stations, and leases transponders to.cemmon carriers.. . *.

Western Union, who launched the first commercial sateldi%e for  U.S..domestic
communications, has installed medium/heavy route earth -statioms tg prowvide
metered private line, data and dedicated voice seryice:to a numher.-of-cities.
The earth stations are integrated into Western Union's:extensive tennestrial
microwave system to carry telex, mailgram, voice and data for -Western Union
itself. In addition, Western Union distributes telewvision..and.radig.for a
number of users. e

American Satellite Company, jointly owned by Fairchild. Industries.and Conti-
nental Telephone, shares the WESTAR system. -American Satellite, spgcializes
in providing voice and data communications to 5- to 1ll-meter garth. stations
located on end-users' premises through their Satellite Data Exchange (SDX)
service.

AT&T and GTE currently use the COMSTAR satellites owned by Comsat General, a
subsidiary of COMSAT. AT&T launched its own satellite called Telstar in
August of 1983. In 1984, GTE will launch its own satellite called GSTAR,
which will operate at 12/14 GHz.

In 1980 Satellite Business Systems (SBS), a partnership among wholly-owned
subsidiaries of Comsat General Corporation, IBM, and Aetna Life and Casualty
Company, started implementing a satellite system in the 12/14 GHz freguency
band. The first SBS satellite was launched in November of 1980, the second

in September of 1981, and the third in November .of 1@8¢eusmmee.~

It is estimated that above mentioned common carrier#®have installed about 350
transmit/receive earth stations. Another 650 transmit/receive earth stations
have been installed by others for such purposgsyag,television uplink for
cable television distribution, local te]evi%ion‘orwgination;ﬁandlyoice and
data uses. S v T




Alaskan Satellite Communications

‘Alaskaiszan jdeal ‘region: for satellite communications. With the snow, ice,
mount ains vand, 1arge- territapyy~it is much easier to install satellite earth
statipns ~than to imstall- repeater stations. Before satellites were avail-
able, HF radio: pr@waded the gnly communication, which was often unreliable
due to frequent auroral disturbances. One use for satellite communications
was .planned.-in 1972.te. providervoice and data communications for the Alaskan
pipelines The commun1cat10n system. was designed to be the world's most
relmablﬁ,»w1th a back-bcne system of . 1ine-of-sight microwave and a satellite
backup-systmm: ?envmeter earth stations were installed in Valdez, Prudhoe
Bay, and, Fa1nb¢nksuby RCA Ataska Communications to complement a 30-meter
earth stat1on nearﬂAnchorage which had been taken over from Intelsat. The
commun1cat1an system hqs indeed become as reliable as planned.

!An 1ssue ﬁonthnuaily fac1ng A]aska is the health and education of the people
-Jiving.inremaote areag.: Experiments were conducted in the early 1970's using
ATS-1 and ATS-6 sate111tes for reaching the remote areas. In 1975, the State
of Alaska appropriated funds for the purchase of 100 small 4. 5—meter earth
stations..to..serve 100 remote villages, using one of the new domestic satel-
lite systems.. Alaska now receives telephone and television service using the
-small earth .stations in.the remote villages and a number of 10-meter earth
stations in the 1arger commun1t1es Live television from the contiguous U.S.
(CONUS) is transmitted to the large communities, using two television signals
on one satellite transponder. Other services are offered, including instruc-
tional television, teleconferencing, facsimile and computer data trans-
mission.  Alaska has,one of the largest SCPC voice networks in the world.
Alaska n W :h <. own ate111te, AURORA (SATCOM V), located at 143°W.

g

Figure 3. Alaskan Earth Station
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Satellite broadcast to cable television systems is & classic examiple of a
private enterprise system at its best. Equipment Manufacturérs; prbgram
suppliers, satellite operators and CATV operators combined to Bririg signif'i-
cant strength to an industry that was otherwise rather stagnant.~ -

The story goes as follows: In late 1972, Telerfrompter CarpfOra‘ﬁonJ became
interested in using satellites to d1str'ibute television programs. They ton-
tracted with Scientific-Atlanta for a transportable earth station'‘to be moved
around the United States to demonstrate the excellence of TV df@t{ﬁiﬁut}i‘-oh by
satellite. This was successfully done. In 1975 a program suppl¥er,’ Home ‘Box
0ffice (HBO), announced its intent to distribute programming by ‘satellite.
HBO signed an agreement with RCA, which in turn leased -inte¥im - spdce on
WESTAR I until its satellite was launched. Earth stations were purchased
from Scientific-Atlanta by UA-Columbia and by ATC. Programihg began dﬂ
September 30, 1975, with the f amous A11~Frazer f1ght the "Tri’rina
Manita." o ;

In 1976, HBO had about one-half million subscribers, with aBout one-e?’ghth‘x of
these receiving the programs on 45 earth stations. HBO now fas: about
13 million subscribers on over 3,000 cable television systems, most'- of whwh
use satellite earth stations for receptmn of the programmmg : -

vl




Home ‘Box 0ffice :was not- the omly: success.” In 1976 the FCC allowed Southern
Satellite: Systems, Incy to provide. sate111te common carrier service for WTBS
(formenly NTCG) ‘in -Atlanta. - ‘WIBS is now received by over 20 million sub-
scribers - oni over - 3,500 cabie television systems. More than 4,500 cable
systems" are now -equipped.with garth stations. Several systems have two earth
stations and.ssome--Have. feur earth stations, making a total of about 10,000
gable: tetevision wearth . stations. . A number of factors have led to th1s
growth.. ‘Oné was:-obviously good TV.programming. Another was the FCC's reduc-
tion of :minimum-size ‘receive-only (TVRO) antenna diameter from 9 meters to
4.5 meters in 1976 and deredgulation in 1979. Another was investment in tech-
nology and manufacturing facilities for earth stations. The first TVRO earth
station sold for around $75,000. TVRO earth stations can now be bought for
less than $10,000.

The cable television programming is varied and extensive. There are a number
of independent TV stations offering advertising-supported programs trans-
mitted by satellite. Movie and sports channels exist in abundance. In addi-
tion, there are children's channels, religious channels, ethnic channels,
- news channels, political channels, educational channels, music channels,
business channels, women's channels, cultural channels and adult channels.
By 1986 it is expected that cable programming will be carried by a number of
satellites including RCA, SATCOM, Hughes Galaxy I, Western Union WESTAR, and
Southern Pacific Spacenet.

Cab}e te1ev1s1on has the potential to expand in Europe wuch as it has in the
United States: The European Communications Satellite, ECS-1, began service
in, wmid October of 1983, using the 12/14 GHz frequency band The seven
Eute]sat signatories using the satellite are Germany, Belgium, France, Italy,
the~Nether1ands, the United Kingdom, and Switzerland.

Broadcast TV Stations

fhe first customer to transmit television for broadcast was the Robert Wold
Company, whith transmitted the Texas Rangers baseball game from Milwaukee to
palla *by*WESWRR“”W‘IQJS ~»The Robert Wold Company and others have trans-
m1tted_many progrl '“f?s of te1ev1s1on since then.

Therépgre_@, um er. of prgan1zat1ons, including Independent Television News
AssOLT; Eopld, Westifighouse's Vidstar, Spanish International Net-
wdvk“*tﬁ?ﬁ%t?%h ‘04dcdSt Nétwork, PTL, Trinity Broadcasting and the Public
Broadcast1ng System (PBS), which distr1bute programs to broadcast stations.

The Public Broadcasting-System (PBS) has now installed earth stations for the

distribution of television to most of its affiliates.

;«,

ABC, CBS and NBC regularly use satellites to relay news, sports and special
programs on a point-to-point basis. These networks have plans to distribute
television by satellite to the local stations.

CBS will implement a C-band distribution to its affiliates using 7-meter and
4 .6-meter antennas. Up to nine 10-meter antennas and a number of transport-
ables will be used to uplink remote programming. The total system is to be
in place by 1987. NBC, on the other hand, will implement a Ku-band distribu-
tion system. The system will begin using SBS satellites and then migrate to
RCA's Ku-band satellites when launched.



Radio broadcast programming is being distributed by satellite. Mutual Broad-
casting System and National Public Radie have satellite distribution systems.
The ABC, CBS, NBC and RKO radio networks have selected Scientific-Atlanta
digital audio earth stations for distribution of programs to- their affili-
ates. The digital service offers superior -audio. signal-to-noise, dynamic-
range, distortion and crosstalk quality. Up to twenty 15-kHz audio channeis
‘can be transmitted through one transponder and received by .inexpensive
2.8-meter earth stations. Over 1,500 earth stations have been instalied by
the end of 1983 in this program. The number of earth stat1ons in “yse by
radio broadcasters will probably exceed 5,000 by 1985 . LA




Newspapérs pr?nted‘1n var1ous corhers of the world are fed by signals that
are transm1tted by satle T'ite. *The Dow Jones Company was one of the first to
use this. transm1ss1on ‘medium.” Its initial domestic transmission began in
1976 “The use of the satellite ‘has now been expanded to include overseas
pr1nt1ng of the Wa11fStreet qurna1

The New' YOrk Times transm1ts ‘its ‘pages, electronically from New York. It
is now printed simultaneously in Chicago and Florida, as well as in New York.
This 1is made possible through a satellite communications system using
American Satellite digital earth terminals.

rket for sate111te communications terminals is the hotel/motel
Major: hoteT/mo@e] chains are providing improved television enter-
guest rooms ‘and are offering additional meeting services through
te]econferencing H011day Inns were the first large hotel/motel chain to
utilize:. the sate11ite In July 1979, Holiday Inns signed contracts for
approx1mately 200 - earth stations to be used by the corporate-owned hotels.

Many hundreds. -of earth stations have been installed at hotels and motels
since then, : A very common sight as one travels the highways is that of the
sate]]?te “d1sh" at the bgte]s

lManjrihﬂbleliihllﬂrﬂr IIcumm!lﬂauﬂxet

In 1979 the_FCC deregu]ated receive-only earth stations, freeing the small
"~ TV receive-only (TVRO) from restrictions and frequency coordination. This
event signaled the opening of a mini-cable and satellite master antenna
TV (SMATV) market for TVROs for condominium and apartment complexes and
subdivisions. The earth stations, usually smaller than those at cable head-
ends, cap, serye remote locations less expensively than service can be
prov1ded by extendﬁag—tha cable distribution system. A representative of the
Soc¢iety for Private<and-Commercial earth stations has estimated that there
are about 4005000 TVROs 1nsta11ed and 20,000 a month being shipped.

Most of the pay'ﬁv compan1es feel that scrambled TV by sate111te is a
necessity. The transmission of television in a scrambled format is, by
definition, "non-standard". The use of a non-standard signal has led to the
exploration of a format that. would be ideal for transmission by satellite.

One such transmission “systém, called MAC (multiplexed analog components)
allows the delivery of superior quality video, two or more channels of high-
fidelity sound, addressability and encryption.

An .addressable satellite system allows the further expansion of pay-TV into
markets that could not previously be explored. Combined with low-cost earth
_stations, .pay-TV operators can address mini-cable systems for hospitals,
apartment. complexes, condominiums and suburban communities.

10



The investment in technology and manufacturing facilities and the_ large
market volume have caused a dramatic decrease in the cost of eafth station
TVRO receivers. Scientific-Atlanta's first TVRQ receiver, the Model 411,
sold for about $16,000 in 1974, Approximately one-hundred of these video
receivers were sold. The next generation receiver, the 414, sold for about
$8,000 in 1977, and the total quantity sold was .slightly over 2,000. The
third generat1on receiver, the 6600, sold for about $3,500 in 1980; and about
30,000 receivers have been sold at this point. The ‘fourth generat1on
receiver, the 6650, sells for about $1,800 and a fifth generation receiver,
the 9500, has just been introduced. St ,

- uéé Earth Stations for Mini-cable Systems Seive Hospitals, -
Condominiums, Apartment Complexes and Suburban Communmes
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Business Telecommunications Barth Term:lnﬂé U T

The business telecommunications market is very 1argg The use of dﬂgita1
processing for voice, image, and data is increasing® d?amat1ca?1y v -Digital
earth terminals are expected to be on the rooftops or in the Park1ng lots of
virtually every major shopping center and office compTex in 2ERéS colintry,
providing facsimile, voice and video messages. ExeCU%1ves in w?de?y 3épa-
rated cities will be able to see and hear each other--and tran§m1t hard—copy
messages--in teleconferences with satellite hookups. Digital terminals &llew
computer-to-computer dialogue, entry to, computation, and retrieval from a
central computer, and transmission of printed information, digitized voice
and facsimile. A large, geographically-dispersed company in the U.S. can
have instant full-time interconnectivity for all its locations.

11



In 1980 SBS, started implementing an extensive digital time-division-
multiple-access (TDMA) system for transmitting voice, data, and 1mage The
seven-b1]11on-d011ar 1ntracompany business communications market is SBS's
pr1nc1pa1 target ~ SBS. offers complete voice, data, electronic mail, and
‘te1econferenc1ng serv1ces to large corporations. The earth stations operate
in_the 12/14-GHz frequenCy band so that they can be located in cities without
ﬁfrequen;y 1nterference problems. The terminals are small (5.5-meter and
7. 7-meter antennas) and can be located on customer premises.

The need of insurance companies to share data has stimulated the formation of
.a resale common carrier of SBS service. ISACOMM, which is maJor1ty owned. by
‘United Te]ecommun1cat1ons, is selling commun1cat1ons services to smaller
users, 1n1t1a]1y in thé insurance industry. ISACOMM stated service through
earth stgtibns in, ﬂausau, Wisconsin, and St. Louis, Missouri, in early 1981.

;The,company ant1c1pate§ a total network of 40 earth stations by 1984,

Telecdmman1cat1ons from shared earth stations can be distributed locally
through cable that' is be1ng laid by the CATV system operators in the United
States. New CATV operators are installing two-way business cables in addi-
tion to home entertainment cables. The new cables offer over 400 MHz of
‘available communications capacity.

' Figure 7. New Wells Fargo Bank in ‘San Francisco Using SBS Earth Terminal

12



Future Directions

The lack of available orbital positions for new satellites serving the United
States and the demand for new voice, data, and video services have caused the
FCC to adopt closer satellite spacing. The FCC will immediately implement
uniform 2° orbital spacings for newly launched 12/14 GHz satellites. The
current U.S. satellites in orbit using 12/14 GHz (Ku-band) are SBS1,” SBSZ2,
and SBS3 located at 100°W, 97°W, and 94°W, respectively. These sate111tes
will be moved to 99°W, 97°W, and 95°W to accommodate new Ku-band satellites
as shown in Table 1. .

The costs and difficulties of immediately implementing 2° spacihgs at 4/6 GHz
(C-band) have caused the FCC to adopt an interim spacing plan’ prov1d1ng a
combination of 3°, 2.5°, and 2° orbital spacing. Never—the 1ess, 2° was
adopted as the 1ong-term orbital spacing for C-band. The ass1gned orbit
positions and the satellites expected to occupy these positions are shown in
Table 1 for both C- and Ku-bands. It is noted that for .C- band 2° spacing is
used in the eastern and far western part of the arc, 2.5° in the middle of
the arc, and 3° in the western part of the arc. Note that Satcom 3-R wh1ch
has more earth stations pointing toward it than any other satellite, does not
have to relocate to accommodate the new satellites in the 1nter1m spaC1ng
plan.

From Table 1 it is seen that only nine C-band slots are unassigned and only
16 Ku-band slots are unassigned from 55°W to 143°W. The number of new satel-
lite app11cants is expected to greatly exceed the available orbital slots.
Already in line for the remaining slots are CableSat General (3 satellites),
Ford Aerospace (3), GTE (2), and Hughes (4), National Exchange (5), SBS (1),
and Western Union (5) The FCC is expected to have to decide from among the
many applicants who will receive the new orbital slots, something that it has
sought to avoid.

A Scientific-Atianta earth station in use.
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.. Table 1. U.S. Orbital Positions

Ku-Band
L B5 - 55 -
57 - 57 -
59 - _ - 59 -
61 - PR AT 61 -
63 - 63 -
67 * Satcom 6 * 67 -
69—~ -Spacenet 2* - 6? Spacenet 2%
‘ 7 >
72 .-+ Satcom 2R 73 -
74  Galaxy 2 75 -
76 © Telstar 3 77 RCA K2
78.5 - Westar 2,3 79 Rainbow 2
81 - AmSat 2* 81 AmSat 2*
83.5 Satcom 4 83 ABCI 1
o 85 USSSI 1
86  Westar 6 87 RCA K1
88.5 ° Telstar 2 89 SBS4
91 _ Spacenet 3* 91 Spacenet 3*
93.5: Galaxy 3 93 -
95 SBS3
96 Telstar 1 97 SBS?2
98.5 Westar 4 99 SBS1
101 - -* 101 -

’ 103 GSTAR 1
104.5 Canada 105 GSTAR 2
108 Canada 107.5 Canada

110 Canada
111.5 Canada 112.5 Canada
113.5° Mexico* 113.5 Mexico*
116.5 Mexico* - 116.5 Mexico*
117.5 Canada
119.5 MWestar 5 120 UsssI 2
122 Spacenet 1* 122 Spacenet 1*

o ) ‘,s~4;¥ﬁ 124 SBS5
125  Comstar 4 126 RCA K3
128 AmSat 1* 128 AmSat 1*
v e e 130 ABCI 2
131 Satcom 3-R 132 Rainbow 1
134 Galaxy 1 134 -

136 -
137 - 138 -
139 Satcom 1-R 140 -
141
143 Satcom 5
*Dual C/Ku
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The satellites to be launched in the next few years are listed in Table 2
along with their expected launch dates. Hybrid satellites contain both
C-band and Ku-band transponders. It is seen that a large number of Ku-band
satellites are to be launched in the next three years. The number of Ku-band
satellite transponders available for U.S. domestic communications.is shown in
Figure 8 versus calendar year. It is noted that the number of Ku-band trans-
ponders will quadruple during 1984. :

Table 2. Near-Term Satellite Launch Schedule

C-Band Date Ku-Band - . Date

RCA SATCOM 6 5/86 SBS4 9/84
SBS5 o 2/86

AT&T TELSTAR 2 8/84 GTE GSTAR 1 . 5/84
AT&T TELSTAR 3 5/85 GTE GSTAR 2 . g/84
GTE GSTAR 3 1985

WU WESTAR 6 3/84 RCA K1 5/85
WU WESTAR 7 1984 RCA K2 1/86
WU WESTAR 8 1985 RCA K3 8/87
WU WESTAR 9 1985

HUGHES GALAXY- 3 6/84 WU WESTER 10 1985
WU WESTAR 11 1986

USSSI/USAT 1 - 2/84

USSSI/USAT 2 8/84
ABCI 1 12/86

ABCI 2 2/87

RAINBOW RSI 1 8/86
RAINBOW RSI 2 . 11/86

Hybrid Hybrid o )
SPC SPACENET 1 5/84 AMERICAN SATELLITE 1 9/85
2, 3/86

SPC SPACENET 2 10/84 AMERICAN SATELLITE -
SPC SPACENET 3 3/85 Y
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500 -

400+ J/

300 -

2004

Total Transponders Available*

100 4

0 ‘81 ‘82 ‘83 '84 ‘85 ‘86 ‘87 '8
Calendar Year

*Sum of all Transponder Types
{i.e., 43 MHz, 54 MHz, and 72 MHz)

- Figure 8. Ku-Band Transponder Availability
: (Based on FCC 2° Assignments)

“The number ‘'of C- and Ku-band transponders covering the domestic U.S. is shown
“versus® calendar year in Figure 9. Beyond 1985 there is an optimistic as well
as a pessimistic projection depending on whether one believes that trans-
ponders are being launched faster than they can be used and will be slowed
down or that the companies will continue launching satellites, obtaining
rights to valuable real estate and loading the transponders as much as possi-
ble. In 1986 there will be over 500 C-band transponders and over 200 Ku-band
transponders aimed toward the United States
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Figure 9. Number of Satellite Transponders — Demestic U.S.

The orbital arc is finite and the arc above tH&"U.S. is likely to be
saturated by the end of this decade even with 2° spacing. This means that
efficient use of spectrum is a must. Hybrid C- and Ku-band satellites must
use the spectrum as efficiently as C- or Ku-band satellites or the hybrid
satellites should not be used. In the long run, however, techniques such as
bandwidth compression, switching spot beams, Ka-band (20/30 GHz),-and space
pilatforms should provide a steady increase in satellite - communications
capacity well into the next century. R T

17



Video-Plus

An example of more efficient use of available transponders is embodied in the
concept of video-plus. A transponder, which carries a video signal, can be
shared with other carriers, such as 56 kb/s digital SCPC, without interfer-
ence to the video signal or the digital carriers. Furthermore, this can be
accomplished without modification of the modulation format of the video
signal. Thus, transponders, which previously carried only one video signal,
may be used to carry many additional voice and data signals.

Video-Plus, which is described in a later chapter, is not a subcarrier tech-
nique. SCPC carriers can be transmitted from uplinks completely separate
from the video uplink. Hence, the signals do not have to be combined at one
origination site. For example, a hotel using a 4.6-meter dish to receive
entertainment programming from a satellite could add transmit capability to
its earth station and share one of the video transponders. A typical appli-
cation might be hotel reservations or intercity telephone service for guests.

therﬁappiications of Video-Plus include:
e Nationwide Control of Addressable CATV Set-Top converters

e One-way Video Teleconferencing/Two-Way Voice and Data for Business
Education

o Small Private Telecommunication Networks

o Interactive CATV Systems with One-Way Video and Two-Way Data and
“Voice

Direct Broadcast Satellites (DBS)

The capability of broadcasting a TV signal through a satellite directly to
the home has been under development for some time. In fact, a number of U.S.
households now receive satellite broadcasts from current C-band satellites
with 3-meter antennas located at their homes. However, here we wish to
examine DBS terminals with antennas whose diameters are less than l-meter and
therefore have lower cost and can be located on the roof of the home, if
desired. It is not possible to use antennas with diameters smaller than
1 meter in the 4/6-GHz band because of the interference from adjacent satel-
lites and because of the relatively low allowable EIRPs of satellites in this
band. The DBS systems will make use of Ku-band and high-power amplifiers
on board the satellites.

The satellites with very high power amplifiers will not be launched until
late 1985 or early 1986. In the meantime, a number of entrepreneurs plan
to offer interim DBS services. For the most part, these interim services
require antennas larger than one meter in diameter because of the relatively
low power of the satellites. However, Satellite Television Corporation (STC)
plans to offer an interim DBS system using the high-power transponders of
SBS4. These transponders will allow the use of antennas as small as
0.75 meter (2-1/2 foot) which can be located on home rooftops. The system
will then migrate to higher power DBS when the satellites are launched in
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1985 to 1986. Technically, this system makes a lot of sense. It allows
small roof-mountable antennas. When the higher power DBS satellites are
lTaunched in 1986, extended definition televison can be received by the
homeowner.  When high-definition TV sets are available, HDTV can also be
broadcast to more expensive receivers offering theater quality into th
home. '

COMSAT, RCA, Western Union, CBS, USSB (Hubbard Broadcasting), and .DBSC
(Pritchard) are among those applying for higher power DBS systems. Some of
the applicants propose to provide pay programming, and other advertiser-
supported programming. Some plan to originate programs and others to offer
Jeased channels. High definition television (HDTV) and channels of stereo
audio are among the options offered by some of the DBS applicants.

The technology is available to build a DBS system. There are, however,
financial, programming and regulatory problems to be faced. The launching. of
a three- or four-satellite system and the production of programming will cost
the DBS applicant upwards of three-quarters of a billion dollars. In addi-
tion, homeowners may not buy or lease a DBS terminal unless there are many
channels of good programming unavailable elsewhere at lower cost. With only
three to five channels per time zone and satellite, this means that the DBS
home terminals must be able to receive programs from a number of satellites.
In order to receive programs from more than one satellite, the technical
parameters must be compatible from satellite to satellite.

There is competition for orbit space for DBS, as there is for C-band and Ku-
band DOMSAT. A number of North American countries have been alioted DBS
orbital slots during RARC-83. These include Canada, United States, Mexico,
Cuba and the Bahamas. The U.S. obtained eight DBS orbital positions above
the U.S. Approximately five to eight satellites can be placed "close
together" in each orbit position so that they appear as the same satellite to
the small DBS antennas. Efficient utilization of the spectrum dictates that
each satellite has about four to five high-power transponders (plus backup).
There could likely be 20 or more DBS satellites operating -abeve the U.S. -by
1988, allowing reception by the homeowner using a smaller than l-meter
diameter antenna. o :
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Figure 10. DBS Terminal (Photo courtesy Satellite Television Corporation)

Conclusion

The satellites to be launched in the next few years are reasonably well
defined now.. The principal improvements will be higher power TWTs, new
antenna designs, switching flexibility and higher frequencies.

The push to higher frequencies will avoid the current terrestrial interfer-
ence problem, making earth stations in the cities more practical. High fre-
quency satellites also favor high power satellites because of a lack of
interference with terrestrial microwave. The main disadvantage of the higher
frequencies is susceptibility to rain outage. Techniques such as "diver-
sity," the use of alternate transmission paths, or reduction of the data rate
may be used to circumvent this problem.

In the more distant future, a number of technological advances will permit
growth and performance improvement in satellite communications.

) High-gain, multiple-beam antennas for the satellite
] Vef& efficient, lightweight solar arrays

0 High-bbwér, Solid-state transponders

e Improved safe]]ite battery life

e Satellite beam switching
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o Inter-satellite links that will allow placement of satellites at the
extremes of the service arc

o Development of Ka-band (20/30/40 GHz) for higher communications
capacity

e Satellite signal regeneration
e Large space platforms supporting several smaller satellites

e Advanced digital signal processing, improved data compression, and
modulation techniques '

e Improved time- and frequency-division multiple-access techniques

There also will be a trend toward integrating satellites, cable, fiber
optics, and microwave into coherent networks with distributed control.

The shortage of energy is already changing our way of life. Rates for satel-
1ite communications will drop compared to the prices of paper, gasoline and
transportation. The rising costs and inconvenience of business travel will
be a strong incentive to substitute telecommunications for some travel. In
addition, telephony will increase at a rapid rate. The percentage of tele-
phony carried over the satellite will increase with the interconnection of
business networks. Also, data communications, which is still in its infancy,
will expand very rapidly as new devices are developed that use existing and
projected transponder capacity. This has led one expert to forecast a world-
wide need for 120 transponders for data, 1,000 transponders for voice, and
8,000 transponders for video conferencing by 1995. By year 2000, perhaps we
will be beyond the semaphore and smoke signal stage in communications.
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Introduction to Satellite Communications
J. Searcy Hollis

General

This symposium is directed largely toward the technical aspects of satellite
communications and is attended by many who are experts in the field. This
paper is to introduce the basics of satellite communications to readers who
are not experts without going too deeply into technical details. The reader
may be helped by reference to the Glossary in the Appendix for definitions of
terms which are not defined. Detailed treatments of most of the topics dis-
cussed will be found in the other papers.

Almost all satellite communications in the free world are by satellites
located in the "geosynchronous orbit". This is the circular orbit which lies
at a height of about 22,300 miles above the earth in the plane of the equa-
tor, illustrated in Figure 1.

Satellite

Figure 1. Satellite in Geosynchronous Orbit

Satellites in the geosynchronous orbit rotate from west to east. They appear
fixed in space to earth stations on the ground because they orbit in synchro-
nism with the earth's rotation. A satellite which is lower orbits faster;
one that is higher orbits slower. Compare the 90-minute orbit of the Space

Shuttle, which operates roughly 150 miles above the earth, with the 28-day
orbit of the moon.

Because of the 22,300-mile height of the geosynchronous orbit, satellites in
it have direct Tines of sight to almost half the earth, as shown in Figure 1.



Except for small regions near the North Pole and the South Pole, widely
separated earth stations can be seen from a single satellite. For example,
Prudhoe Bay at the northern end of the Alaskan pipeline and villages farther
north in Canada have television reception and voice communications with the
world by satellite.

The INTELSAT international satellite communications network is shown in
Figure 2, and the high population of satellites located on or authorized for
the geosynchronous arc available to the United States, Canada and other
countries of the Americas is illustrated in Figure 3.

Geosynchronous satellites are in effect unmanned relay stations. Communica-
tion by satellites was made possible by parallel advances in space technology
and electronics. Arthur C. Clarke, the noted British scientist and science
fiction writer, proposed relay stations in geosynchronous orbit for satellite
communications in 1945. He proposed manned relay stations because the short
1ife expectancies of vacuum tubes ruled out unmanned satellites.

Synchronous orbits had not been achieved in 1945. Indeed, a satellite was
not put even into a nonsynchronous orbit until 1957 with Sputnik. and
launching a satellite into synchronous orbit did not come until 1963. Never-
theless, advances in rocketry during World War II indicated to a man of
Clarke's imagination that heavy payloads could be launched into synchronous
orbit with sufficient research effort.

At Wt
Powding Crcuts Zr VOICE, DATA, FACEIMILE and VIDEO Serwces T abenOwmen Rogpen Fariary WD

Figure 2. INTELSAT International Satellite Communications Network



Satellite Orbital Positions for North America
Operating and (Authorized for Launch)

Figure 3. Satellite Population of Geosynchronous Arc
Avallable to the United States

On the other hand, in spite of Clarke's vision, satellite communications as
we know it today would not be possible without transistors, which are small,
use little power, and have extremely long life expectancies. The invention
of the transistor by scientists of Bell Telephone Laboratories in 1947 was
one of the key factors that let the United States land men on the moon. It
and other advances made relatively lightweight, unmanned satellites possible
and economically feasible. '

Communication by satellite is completely different from that by long-distance
radio. Long-distance communication at radio frequencies is possible because
the "ionosphere”, produced by bombardment of the upper atmosphere by:the sun,
usually acts as a mirror to reflect certain radio waves back to earth.

As the frequency increases, a critical point is reached where .the ionosphere
ceases to act as a reflector, letting the waves pass through-intd space. We
know, of course, that long-distance transmission of television signals, which
are in the radio frequency range above 54 MHz. is not usually possible.

Communications satellites operate at much higher frequencies, in the micro-
wave range, as shown in Figure 4. ' Here the ionosphere is always virtually
transparent regardless of sunspot activity or time of day, permitting contin-
uous, almost loss-free transmission to and from satellites in orbit.

Most current communications satellites operate in the split frequency band
which is designated "C-Band" in Figure 4. The uplink band from the earth
station to the satellite is at 6 GHz: the downlink band is at 4 GHZ. Taken
together they are called variously "“the 6/4 GHz" band, the "4/6 GHz" band or
C-band.
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Figure 4. Frequencies in the Microwave Range of
Communications Satellites

Our discussions here will be directed initially to the 6/4 band, although
higher frequencies, especially the 14/12 GHz band (also called Ku-band) are
coming .into use as more spectrum is needed to handle the ever-increasing
flood of information.

Stationkeeping

It was stated that the synchronous satellite appears "stationary" in space.
Actually, a synchronous satellite is never perfectly stationary, because a
number of forces including the pull of the sun and moon perturb its orbit.
If left alone, it would eventually drift out of position. To overcome this,
the position of the satellite is continuously monitored by an earth station,
called a TT&C (telemetry, tracking and command) station, and small jets of a
propellant such as hydrazine are used to keep it in position within a
"station-keeping" box.

The station-keeping box is typically a square which is £0.1 degree on each
side and is oriented with the sides parallel with and perpendicular to the
orbital plane.

Sufficient hydrazine must be carried on board the satellite to last for its
predicted life, which is usually from 7 to 10 years. The TT&C stations must
be highly accurate to make optimum use of the on-board propellant.

'Footprint

The transmitting and receiving antennas on the satellite are designed to
cover only desired regions of the earth's surface. This has several pur-
poses. It concentrates the power radiated from the satellite into desired
- directions, increases the sensitivity of its receiving antennas, and helps
prevent interference with signals from other satellites.



The part of the earth's surface covered by a satellite is called the satel-
lite's "footprint”. The footprint may cover one or more relatively localized
regions or a complete hemisphere. A typical footprint is shown in Figure 5.
The footprint is, or course, not sharply defined. The 3 dB contour repre-
sents the half power level. Signal strengths tend to peak near the center of
the footprint and roll off fairly steeply past the 3 dB contour.

NS

Figure 5. Satellite “Footprint”

The power levels radiated by typical satellites which operate in the 6/4 GHz
band are of the order of a few watts. Those operating in the 14/12 GHz band
usually radiate somewhat more power for reasons that will be explained later.

The effective power radiated toward the footprint (called the effective iso-
tropic radiated power or EIRP) is typically increased to between 2,000 and
4,000 watts (33 to 36 dBW) by the beaming action (gain) of the antenna.

A1l the power radiated by the satellite is supplied by solar panels, which
convert sunlight directly to electricity. ,

The solar panels have to face the sun to be effective, while the antennas
have to be directed to keep the footprint in place. There are two basic
types of satellites, based on the method of stabilization and control of the
direction of the solar panels. These are the "body stabilized" type and the
"spin stabilized" type, shown in Figure 6.



SPIN STABILIZED

Figure 6. “Body Stabilized” and “Spin Stabilized” Satellites

The body-stabilized satellite is designed to keep the antennas pointing cor-
rectly while pointing all of the solar panels toward the sun. The spin-
stabilized satellite is cylindrical and has its solar cells mounted around
its periphery. The body spins about its axis for stabilization while the
antennas are "despun" to point independently toward the earth. In this case
about one-third of the cells effectively face the sun at one time.

Batteries are used in almost all satellites to take care of solar panel out-
“ages during times when the satellite is eclipsed by the earth. Monitoring
and control of the attitude of the satellite is the responsibility of the
TT&C station.




Polarization

Electromagnetic waves and antennas are always "polarized" in some manner.
The polarization may be linear, circular or elliptical. For our purposes in
this paper we will dismiss elliptical polarizations as being nonideal cases
which are intended to be either linear or circular.

Linear polarizations and circular polarizations are illustrated in Figure 7.
A linearly polarized antenna receives maximum power from an incident linearly
polarized. wave if the "tilt angles" of the wave and antenna polarizations are
aligned in space as in Figure 7(a). The wave is then said to be "co-
polarized" or "polarization matched".
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(¢} CO-POLARIZED WAVE AND ANTENNA {d) CROSS-POLARIZED WAVE AND ANTENNA

Figure 7. Linear and Circular Polarizations




As the tilt angle of the wave or antenna rotates from co-polarization, the
received power decreases. When the tilt angles are 90 degrees apart as in
Figure 7(b), the antenna is "cross polarized" to the wave and receives no
power from it. The antenna and wave then have "orthogonal" polarizations. A
given wave can have two orthogonal polarizations which exist simultaneously
and carry different information without interference. It will be seen that
this principle is used to increase the "information capacity" of satellites
and of the geosynchronous orbit.

Circular polarizations have either right-hand (RHC) or 1left-hand (LHC)
"senses". RHC and LHC polarizations are orthogonal. A circularly polarized
satellite and a circularly polarized earth station are co-polarized if they
have the same senses and are cross-polarized if they have opposite senses.
The relative tilt angles of circularly polarized antennas and waves are of no
consequence and are not even defined. This represents an advantage of circu-
lar polarization over linear polarization, since the tilt angle of the earth
station does not have to be adjusted for a particular satellite. On the
other hand, there are a number of trade-offs, expecially because circularly
polarized antennas tend to cost more than linearly polarized ones. Most
domestic satellites are linearly polarized while INTELSAT satellites are
circularly polarized.

Satellite Information Capacity

One of the major reasons for the impact of satellites is their tremendous
information carrying capacity. This is because of the large bandwidth avail-
able at microwave frequencies.

The information carried by any type of modulated RF or microwave "carrier" is
contained in "sidebands" which spread out on each side of the carrier.
Transmission of information at a high rate requires a large bandwidth to
accommodate these sidebands.

A typical satellite has 24 transponders. Each transponder has a bandwidth of
approximately 35 MHz and is capable of accommodating one high-quality tele-
vision channel or about 2,000 voice-grade telephone channels. In contrast,
the complete radio broadcast band has a bandwidth of only about 1 MHz.

As an example of a typical satellite, the transmit and receive frequency
plans of an RCA Satcom satellite are shown in Figure 8. The numbered
brackets represent each channel. The bandwidth of the channel is represented
by the width of the bracket. The carrier frequency, which is shown above the
channel number, is centered on each channel.

Note that the total bandwidth “covered by the 24 transponders is 500 MHz.
Squeezing 24 transponders into this amount of spectrum is accomplished by a
process called "frequency reuse by polarization diversity", which we will
call simply “"frequency reuse”.

Frequency reuse is implemented by staggering the microwave carriers of alter-
nate transponders so that only sideband energy overlaps and by use of orthog-
onal polarizations.
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Figure 8. RCA Satcom Satellite Frequency Plans

The signals of alternate transponders in the frequency plan of Figure 8 are
nominally orthogonal. If they were exactly orthogonal and the associated
earth stations were ideal, there would be no interference caused by the over-
lapping sideband energy of adjacent transponders.

In practice, the polarizations of the antennas of the satellite and earth
stations are not ideal. Some small amount of interference occurs, but the
combination of nearly orthogonal polarizations and use of a staagered fre-
quency plan provides for high quality transmission under almost all weather
conditions. This permits 24 transponders in the same band that was used for
12 transponders in older satellites which do not employ freguency reuse,
essentially doubling the information capacity of the satellite.

INTELSAT accomplishes frequency reuse by using right-hand (RHC) and left-hand
(LHC) orthogonal polarizations on the alternate transponders.

Although the term frequency reuse by itself is used to mean frequency reuse
by polarization diversity where the meaning is clear, it can also be applied
to the reuse of available spectrum by other means, such as by using several
spot beams on a satellite. INTELSAT V and certain of the other later-
generation satellites make use of this technique. It will become more
prevalent as satellites become larger and more complex.




Earth Station Antennas

One of the major advantages of using geostationary satellites is the simplic-
ity of the earth stations which are used with them. An earth station has to
have a relatively narrow beam to let it pick out a particular satellite and
to increase its effectiveness in transmission and/or reception of signals.
Since the satellite appears stationary, the complex electronics and drive
mechanisms are eliminated which would be required to keep the beam on a
moving satellite.

A number of different types and sizes of earth-station antennas are used in
satellite communications depending on the application. High information
capacity and high-quality link performance tend to demand larger antennas.
The largest antennas routinely used in satellite communications are 30 meters
in diameter. These are used in INTELSAT A stations and in certain extremely
high performance domestic systems. The antenna shown in Figure 9 is
10 meters in diameter.

Figure 9. 10-Meter Antenna
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At the low end of the scale, the smallest diameter antenna that can be used
is determined by the spacing between satellites because the beamwidth of an
antenna at a given frequency is essentially inversely proportional to its
diameter,

At first glance it may seem that the geosynchronous orbit could yield an
almost infinite information capacity by adding more satellites. This is not
true, however, because the closer the spacing between satellites the narrower
are the required beamwidths of the earth-station antennas.

The minimum orbital spacing between United States domestic satellites has
been 4 degrees until recently. This spacing permits high-quality transmis-
sion of television signals, data and voice in the 6/4 GHZ band with antennas
that are as small as 4.5 meters in diameter and usable signals with antennas
as small as about 1.5 meters for certain applications.

Because of the pressure for more orbital capacity, the Federal Communications
Commission has recently decided to ultimately reduce the minimum spacing
between U.S. domestic satellites from 4 degrees to 2 degrees in the orbital
arc between 55 degrees and 143 degrees west longitude. The closest spacing
that exists at this writing is 3 degrees between the Galaxy I satellite and
the SATCOM III-R satellite.

It will take some time for all the orbital slots to become filled, but
decreasing the orbital spacing to 2 degrees will ultimately increase the
inter-system interference to some extent for all types of service. Predic-
tions of the resulting interference have been made, but the ultimate effect
will not be known for a number of years.

Side Lobe Control

A communication antenna has a main beam as shown in Figure 10, but all
antennas radiate some energy into unwanted directions or receive unwanted
signals through "side Tlobes". Side-lobe energy of a transmitting earth
station can interfere with other satellites which have orbital slots near the
desired satellite and with terrestrial systems. Side lobes of a receiving
earth station can receive interfering signals from other satellites and from
terrestrial systems.

Well designed communication antennas have low side lobes. The FCC has
lowered maximum allowable side-lobe 1levels of regulated earth station
antennas as part of its program of decreasing the orbital spacing between
satellites.

Noise and Sensitivity
"Noise" is the combination of disturbances that tends to obscure the informa-
tion content of a signal. The sensitivity of a satellite communications

system is limited by noise. Noise can enter a system from a number of
sources, as shown in Figure 11.
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The sensitivity of a receiving system is limited by its ability to discrimi-
nate against noise in favor of the desired signal. This is determined by the
electrical size of the antenna and its ability to reject noise and the noise
rejection of the earth-station receiver itself.

High power is radiated by an earth station to overcome the spreading loss of
the signal in traveling the large distance to the satellite and to override
the noise at the satellite receiver input.

Because the signal at the earth station from the satellite is very low and
because large antennas are expensive, it is important for the earth-station
receiver sensitivity to be as high as practical.

The most sensitive receivers use cryogenica]]y cooled microwave amplifiers,
but these amplifiers are expensive and are used only in the highest perform-
ance earth stations.

Relatively inexpensive uncooled field effect transistor amplifiers based on a
semiconductor called gallium arsendide (GaAs FETs) have been developed which
give adequate sensitivity for many systems. The low cost of GaAs FETs has
been one of the major factors in the growth of satellite communications.

Modulation Formats and Access Technigues

The modulation formats employed for various satellite communication applica-
tions are determined by the requirements of the application. Video and voice
signals are commonly transmitted in an "analog" format while computer data,

for example, are transmitted in a "digital" format. Analog signals are elec-
trical replicas of the information being transmitted. Digital signals are
numerical codes which represent sampled analog signal levels or numerical
values such as computer data.

Analog-to-digital converters are often used to transmit analog signals digi-
tally. The digital signals are then reconverted to analog form at the
receiving end of the system by digital-to-analog converters. Systems of this
type are coming into increasing use as the costs of digital circuits
decrease.

Video signals are 1likely to occupy a complete transponder, using frequency
modulation (FM). Where many narrowband channels such as voice-grade circuits
are required, the channels are combined by a technique called frequency
division multiplexing (FDM) and used to frequency modulate a carrier
(FDM/FM).

For full-transponder video or multiple-channel signals multiplexed on a
single carrier, each transponder is accessed by a single earth station at a
given time. For lower-capacity applications, a transponder will be shared
by a number of earth stations, each of which may use a number of carrier
frequencies. This technique is called frequency division multiple access
(FDMA).
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In one of the important applications of FDMA, a single voice-grade signal is
transmitted on each carrier. This approach is designated sinale-channel-per-
carrier (SCPC). It permits installation of stations which need only a
limited capacity and permits easy addition of channels as required.

SCPC, using a technique called demand assignment multiple access (DAMA),
permits an earth station to use a channel only as required, making the
channel available to other earth stations when it is not needed. This
greatly increases the use factor of a given transponder which is assigned to
this service.

Digital modulation formats are becoming increasingly important as advances in
digital technology continue. The cost of digital transmission is rapidly
decreasing, and it is likely that in the future both analog and digital
signals will be sent largely by digital systems.

There are a number of digital modulation formats. We will indicate a few.
Popular formats vary the phase of a carrier or subcarrier in steps of
180 degrees (BPSK) or 90 degrees (QPSK). Time division multiplexing (TDM) is
a technique in which a number of signals modulate a subcarrier sequentially
in closely spaced time slots without interference. It is the digital equiva-
lent of frequency division multiplex (FDM) in analog systems. A number of
earth stations can access the same transponder by means of a controlled tech-
nique called time division multiple access (TDMA) to accomplish a function
somewhat 1ike that which FDMA accomplishes in analoa systems.

The quality of any communications system is determined by the difference
between the output signal and the input signal. In an analog system, the
difference is measured by distortion and noise. In a digital system, it is
measured by bit error rate (BER). Bit error rates of one error in 20,000
provide high-quality audio. Data transmission usually requires much lower
error rates. Techniques such as forward error correction (FEC) can be used
to decrease bit error rates by factors of 100,000 to a rate of one error in
10,000,000 bits.

Effect of Frequency on Satellite Communications Systems

Because of the virtually unlimited applications for satellite communications
and the limited information capacity of the 6/4 GHz band, the higher fre-
quency satellite bands, especially the 14/12 GHz band, will come into greater
use in the future. It 1is therefore interesting to consider the effect of
increasing frequency on the design and performance of satellite communica-
tions systems.

As the frequency increases, the major effects are (1) narrowing of the beam
of an antenna of a given size, (2) increase in losses, and (3) increase in
the required surface accuracy of the reflector. For a given satellite EIRP,
the increase in frequency increases the earth station receiving antenna cost
in at least three ways: :

e by the tighter surface tolerance, which requires a more accurate
and stiffer reflector,
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e by the increased difficulty of pointing the antenna toward the
satellite, which requires a costlier antenna mounting structure,
and

e by the fact that the increase in atmospheric attenuation and the
inherent increase in LNA noise force a larger antenna diameter,
which acts to reinforce the difficulties associated with the first
two factors.

The net result is that if earth station costs are to be kept low, the EIRP of
the satellite must be greater at the higher frequency band so that smaller
earth station- antennas can be used. This increases the cost of the satellite
because the increase in EIRP must come from either higher-power transponders
or from footprints covering smaller areas.

The smaller footprints do not represent a disadvantage where a small area is
to be covered, such as Japan, or a country in Europe. On the other hand,
where a large area is to be covered such as the United States, the smaller
footprints require multiple beams, each with some number of transponders
determined by the level of service to be provided. The net effect is an
increase in satellite solar-panel power requirements and in overall weight
and complexity of the satellite. Typical system designs for Tow-cost receiv-
ing systems are based on four or five beams covering CONUS (continental USA}.

In spite of the problems indicated above, a move to higher fregquencies for
new satellites is inevitable for the United States because of orbital crowd-
ing and use of the 6/4 GHz band by terrestrial and satellite systems. Sys-
tems are already being implemented for the 14/12 GHZ band. In fact, once
sufficient cost is transferred to the satellite so that small antennas can be
used and sufficient system information capacity is provided, many new appli-
cations such as direct broadcast satellite (DBS) open up. It is evident,
however, that satellite systems at 6/4 GHz are here to stay because of their
inherently low cost and because the 6/4 GHz frequency band exists.

Summary

A brief, semi-technical description has been presented of some of the
elements of communication by geosynchronous satellites. Detailed presenta-
tions will be found in the succeeding papers of this notebook and in refer-
ences listed in the bibliographies of the various papers.

15






The Broadband Cable/Satellite Connection
for Business Communications

Dr. Guy W. Beakley and Alex B. Best
Introduction

The primary factor in the growth of cable television in the 1970's was the
economical delivery of unique television programming by satellite-to-cable
distribution systems. The success of this venture established a connection
between cable and satellites for entertainment. In this chapter the connec-
tion between cable and satellites is explored for business communications.
The cable/satellite connection for business offers growth potential for the
%g?g:s expected to exceed that of the entertainment connection of the
S.

Information

Much has been said about the evolution of the United States from an indus-
trial society to an information society. Just as the number of people
working in industry started to outnumber the people working in agriculture in
the early 1900's, the people working in information occupations now outnumber
those working in industrial occupations. We have indeed encountered "The
Third Wave."

Information and the way it is used will be the key strategic variable in many
businesses. For this to happen, effective information transfer can no longer
be constrained by a communication system designed for voice transmission.

With the advent of the communications satellite, large amounts of information
can be easily sent from one city to another. The satellite carriers have
made a significant investment in earth stations for intercity distribution of
information. The problem lies in distribution of this information to the
local user. The cable that is now being laid for distribution of television
can be used for a substantial part of this local distribution. The linking
of satellite earth stations with cable television distribution systems offers
many new opportunities as the information society develops.

Business Communications Needs

A number of large businesses are essentially information-based; included are
banks, insurance companies, investment companies, and stock exchanges. Their
business depends on gathering and assimilating large amounts of data. Office
automation will allow the information to be processed and stored electroni-
cally with only summary information being recorded on paper. Communication
and transfer of this information can be accomplished by the interconnected
cable and satellite systems described in this paper.

1. Alvin Toffler, The Third Wave, William Morrow, New York, 1980.




Although productivity improvements have occurred in the agriculture, manufac-
turing and service industries, productivity improvement in the office has
been slow. However, improvements are now being made to change this situa-
tion. Communicating word processors, facsimile devices, computer-to-computer
1inks, voice messages stored in digital format, integrated voice and data
PBX, and intrafacility communication networks are now available to upgrade
office systems. A sophisticated business communication system allows charts,
budgets, last minute schedule changes, press releases, contracts, and photo-
graphs to be transmitted quickly and reliably. Many people will be able to
work at home connected by cable to their office. Executives attending out-
of-town meetings and salespeaople on the road will be able to have immediate
and accurate access to information back at the home office. In the future, a
person will be able to substitute teleconferencing for some business travel.
The possibilities seem unlimited.

With office automation moving anhead, satellite common carriers have recog-
nized business communications as a viable market. These satellite carriers
are shaping intercity business communications with their concept of shared
earth stations. Digital satellite carriers offer business customers a capa-
bility to transmit vast amounts of data, voice, electronic mail and other
business signals from the earth station up to the satellite and back down to
another earth station. Cable is a logical choice of a medium to distribute
this data from the earth station to the business in each city.

Business Communications Services

Satellite and cable systems offer increased communications capabilities for
text, facsimile, data transmission, voice, visual aids, and video confer-
encing. In the past, text transmission has been handled principally by
telex, which is slow and has a rudimentary character set. Telex is being
replaced with communicating word processors that allow typewritten material
to be transmitted from one machine to another at high speed. Much of the
transmission and storage is accomplished electronically, thus creating
tremendous communications needs. With a cable/satellite communications
system, a secretary can type a letter, attach the appropriate electronic
"address" and send a copy directly to another terminal at a distant facility.

Graphs, pictures and photographs do not lend themselves to character. trans-
mission and are better sent by facsimile. In order to obtain high resolution
and transmit at a rate of one page per second, the bit rate needs to be of
the order of 256 kb/s. This high data rate, which is available on the satel-
1ite, creates the need for a high capacity local distribution system such as
cable can provide.

The next step beyond communicating by voice and still pictures is confer-
encing using full-motion video. Point-to-point video conferencing now makes
economic sense. Many national sales meetings have been set up with regional
salespeople coming to local auditoriums where earth stations are installed or
have been temporarily set up. The salespeople view the program material on
large television screens and respond to the presenter by phone.



Point-to-point teleconferencing is very costly when using full-motion video
because of the large bandwidth required. Analog video requires one-quarter
to one full transponder of satellite. The use of this much capacity for a
normal business meeting would be excessively expensive, hence there is a need
to digitize the information and reduce the data.

NTSC color video can be digitized at the rate of about 90 Mb/s with no
visible degradation. Removing redundancy allows a video signal to be sent at
20 Mb/s with insignificant loss in video quality. When the motion is limited
and the camera is fixed, it is possible to reduce the bit rate to 6 Mb/s with
limited loss in quality. Current digital technology has reduced the bit rate
to 1.5 Mb/s while maintaining reasonable cost. As new devices for video
coding are developed and as the cost of travel increases, business
teleconferencing will become commonplace.

Consider next data transmission. Large computers can manipulate data at
rates of one Mb/s or faster. Efficient resource sharing, computer backup,
file protection, core diagnosis and other factors make it necessary for
distant computers to communicate with each other. Transmission at Mb/s rates
is required for computer communications in the future.

Since the office of the future will be integrated electronically, a number of
scenarios for linking the equipment and people become evident. One scenario
sees the hub of the automated office being an integrated voice and data PBX.
The PBX permits users to transmit, switch, and store voice and data. Another
possibility has local networks connecting office machines, digital tele-
phones, and intelligent terminals or work centers. These terminals process
and display data, text, pictures, and graphs. Regardless of the method,
there will be a need for rapid communication of information within the office
and from office to office.

Satellite Business Communications

As we discussed in the paper "Overview of Commercial Satellite Communica-
tions, " satellite business carriers have made great strides in the intercity
portion of satellite business communications. Carriers such as SBS, American
Satellite, RCA, and Western Union have provided increasingly sophisticated
business communications facilities for their customers. American Satellite
through its satellite data exchange (SDX) service has specialized in provid-
ing voice and data communications to small earth stations located on end-
user's premises. American Satellite now has about one hundred earth stations
. operating. RCA Communications is providing data, voice, facsimile, slow scan
TV and teleprint service called "56 Plus." Western Union also offers a
similar data service to its customers. Voice channels can be provided over
these digital 1links by using phase code modulation (PCM) or continuous
variable slope delta modulation (CVSD) encoding.

Communication of business data by satellite offers a number of advantages.
The telephone system normally restricts data transmission to maximum speeds
of 9.6 kb/s. However, data rates of 50 Mb/s can be transmitted by satellite.



The telephone network can be expected to produce on the average, one error
per 100,000 (10%) bits transmitted. Elaborate error checking and correcting
schemes, which reduce efficiency, have been developed to allow the use of the
telephone channel. Error rates of fewer than one error per 10,000,000 (107)
bits are easily accomplished using satellite communications with error rates
typically lower than 10-8 with simple error correction devices.

Broadband Business Communications

Having achieved a long distance network, the carriers are then faced with the
need for local distribution to their customers. The options available are
the telephone plant, broadband cable, and microwave links. Prior to the
development of pro-competitive policies by the FCC, local distribution was
dominated by the local telephone companies. With the settlement of the AT&T
antitrust suit and the development of alternative local distribution techno-
logies, a new business opportunity "telephone bypass" has emerged. This
bypass industry has been dominated by Digital Terminations Services (DTS),
which use private microwave, cable systems, and radio common carriers, which
use cellular radio. The local telco's offer data distribution primarily by
twisted pair, although some progressive companies are working with fiber
optics, broadband cable, and cellular radio.

Independent of whether the local distribution supplier is a bypass company or
the Telco, broadband cable has some advantages over the other technologies
for completing the satellite communications link. Like the twisted pair
telephone plant, broadband cable is a proven existing technology. However,
broadband cable, like satellite offers excellent bit error rate performance
in addition to being very cost effective for high data rates. When compared
to microwave and radio, the inherent closed system (shielded cable) nature
makes broadband cable less susceptible to external problems such as line of
sight and RF interference. Also, broadband cable systems do not require the
sophisticated control schemes used in cellular radio and private microwave

DTS.

Overall, broadband cable is flexible, available, and cost effective as a
local data distribution medium. Broadband cable meets the service needs for
intracity data communications for both the telco and the private network
industry.

Conclusion

Cable television systems can play an important part in the intracity distri-
bution of voice, data, electronic mail, teleconferencing and other business
communications. In only a few years, cable has gone from an auxiliary system
for delivering television to areas with poor television reception to the most
versatile and economical means for mass distribution of many channels of
video entertainment. The next equally dramatic step will involve cable oper-
ators finding new customers for using the cable to distribute business com-
munications within the city. These customers will include satellite com-
munications carriers, large corporations, financial institutions, municipal
agencies, hospitals, and university complexes.



Two-Way Broadband Communications
J. Mauney/D.H. Slim

The Community Antenna Television (CATV) system had its inception in the early
fifties. As originally conceived, the CATV system simply provided basic
Timited channel TV service to restricted off-the-air reception areas. The
complete CATV system (Figure 1) commonly included three basic parts: (1) a
master antenna system (tower, preamps and appropriate antennas); (2) a head-
end system (single-channel processors and modulators); and (3) a broadband
distribution system (trunk and feeder). Initially, the headend and broadband
distribution systems provided for one-way only transmission; however, as
operating techniques developed and equipment technology advanced, operators
promoted and found interest in two-way transmission. The intent of this
paper is to familiarize the reader with the types of two-way systems in use
and the system components used to operationally construct a two-way broadband
RF distribution system.
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Figure 1. CATV System

Two-Way History and General Information

Presently, there are three specific types of two-way broadband RF distri-
bution systems in use. The generic name for a two-way RF distribution system
is split-band system; however, specific names are more commonly used for the
three system types noted above. These systems are called sub-split, mid-
split and high-split systems where the specific name refers to the frequency
band division for forward and reverse transmission. Although there are
differences between the various equipment manufacturers as to forward and
reverse frequency band edges, in general, the bands occupy approximately the



same relative frequency blocks in the spectrum and loosely fall under the
sub-split, mid-split and high-split classifications.! Table 1 shows
Scientific-Atlanta's sub-split, mid-split and high-split forward and reverse
frequency band allocation.

System Forward Reverse

Type Frequency (MHz) Frequency (MHz)
Sub-split 54 - X 5-30
Mid-split 174 - X 5-108
High-split 234 - X 5-174

Table 1. Two-Way Split Band Frequency Allocation

Of the three two-way systems noted above, the sub-split type is by far the
most common in operation. The sub-split system was cable TV's first attempt
at two-way operation and was developed initially because it easily fit into
the frequency plan of the CATV system as it was originally conceived.

The original CATV subscriber system forward frequency band was selected based
on a need to accommodate standard off-the-air channel frequencies and the
existing channel select capability of the television receiver. The original
forward subscriber system, therefore, began at channel 2 (54 MHz) and
extended through channel 13 (216 MHz) excluding the presently defined mid-
band frequencies from 88 to 174 MHz.2 As knowledge of system operation
developed and equipment technology advanced, operators began considering
additional channel capacity above the 12 channels initially offered. Equip-
ment manufacturers responded to the demand for additional subscriber system
forward transmission bandwidth and extended the original upper 216 MHz 1limit
to the present practical limit of 440 MHz.

Enterprising system operators looking for methods of increasing revenue began
to consider the prospects of not only a link to the subscriber, but a link
from the subscriber back to a central facility. Since the frequency spectrum
below channel 2 was vacant, it seemed an ideal slot to provide the return
link from the subscriber. With the standard forward system already con-
structed and the cable itself bidirectional and able to support information
flow in either direction, it seemed logical that by adding a reverse signal

1To alleviate confusion as to exact frequency bands, one manufacturer has

suggested that the more well-established sub-split term be retained, but
mid-split and high-split be dropped in favor of the generic split-band
classification.

20riginally, CATV repeater amplifiers used single-ended circuitry which

resulted in a second-order distortion build-up in the mid-band frequency
spectrum. Push-pull circuitry solved this problem and opened up the mid-
band spectrum for added channel capacity.



path around each forward repeater amplifier, the existing system without
major modification would support two-way transmission. CATV equipment manu-
facturers responded to this idea and engineered the proposed sub-band equip-
ment and system; these became known as sub-split equipment and system,
respectively. Immediately, sub-split reverse upgradeable equipment became a
necessity, and few systems built since the early seventies are without sub-
split reverse capability.

As applications for two-way transmission evolved, the need for a second type
of two-way broadband RF distribution system developed. This system was to
provide equal bandwidth in both forward and reverse directions and be used
for interconnection between multiple common institutions. Because of the
institutional application and the equal bandwidth requirement, the system was
called interchangeably an institutional or mid-split system. Equipment
developed for institutional system application was and is most commonly
called mid-split equipment.

As originally conceived, the institutional system was to have its own sepa-
rate cable and was to shadow the main subscriber cable. In this dual cable
configuration, the standard subscriber cable became known as the "A" cable
system, and the institutional cable as the "B" cable system.3 Also, it was
originally proposed that the sub-split reverse from the "A" cable system be
added into the "B" cable system so that only a single common reverse path
back to the headend would be required.* This was accomplished through a
"seventh" port connection on the "A" and "B" cable repeater amplifier station
housings. However, in recent years this common A/B cable interconnection has
been questioned due to the potential of "B" cable reverse contamination from
stray signal ingress into the "A" cable sub-split subscriber system. Sub-
split reverse ingress will be discussed in more detail later. Block diagrams
showing a basic two-way amplifier station, the standard sub-split subscriber
system and the dual cable system are shown in Figures 2, 3 and 4, respec-
tively. '

When mid-split equipment was originally developed, the upper frequency limit
for forward amplifiers was approximately 270 MHz, and the 1lower frequency
1imit for reverse amplifiers was 5 MHz. Allowing for a guard band (diplex
filter high-pass/low-pass crossover region) between forward and reverse, the
total 5 to 270 MHz band was approximately equally divided for two-way opera-
tion. However, since the initial development of mid-split, the forward
amplifier upper frequency limit has stepped upwards from 270 to 300, 330,
360, 400, and finally, to the present 1imit of 450 MHz. As a result, the

3The "B" cable designation no longer strictly implies institutional system
operation. There are dual cable systems presently in operation where both
cables are subscriber systems. In these dual cable subscriber systems, the
cables are also identified as "A" and "B" cable.

“The concept of adding the "A" cable sub-split reverse into the "B" cable
mid-split reverse at each main repeater station was orignally proposed to
minimize the additive effects of "A" cable split-band filter group delay.



term mid-split no longer strictly implies equally divided frequency bands for
forward and reverse. Although two-way mid-split and dual cable systems were
much talked about during the early and mid-70's, not much demand was created
and not many systems of this type were constructed.

Interest in the third type of two-way system grew from the 1980 development
of the 400 MHz expanded bandwidth subscriber system. As 400 MHz technology
advanced, system operators began looking for services that would interest
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franchising authorities and at the same time provide additional sources of
revenue. As a result renewed interest in the institutional system began, and
at the request of system operators, equipment manufacturers began to dust off
mid-split and at the same time examine a new equal bandwidth split-band sys-
tem for 400 MHz. Since mid-split was still commonly used to describe split-
band systems above 30 MHz but below 300 MHz, the name given the 400 MHz equal
bandwidth split-band system was high-split. However, as upper frequency
expansion continued, the high-split term soon lost its original equal band-
width connotation and, consequently, today no longer strictly implies equally
divided frequency bands for forward and reverse. However, when readily
available, it is expected that high-split will become the new standard for
two-way institutional split-band RF distribution networks and will predom-
inate in that role at least until further forward bandwidth extension occurs.
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The Broadband Cable Distribution System

CATV RF broadband distribution systems typically fall under one of two clas-
sifications. One is called a subscriber system and is used to provide
services to the general public. The subscriber system may or may not include
sub-split reverse. The other is called an institutional system and includes
reverse and connects banks, schools, government facilities and the like. The
application of the institutional system is now expanding in the area of
supplying the data communications links discussed in paper 1-2, Broadband/
Satellite Connection for Business. The true institutional system always
includes a reverse system with a frequency bandwidth greater than that of
sub-split reverse. Occasionally, the individual functions are inter-mixed
with the subscriber system providing a two-way link between institutions and
the institutional system providing services to the general public. However,
by historical definition, each still retains its identity in that the sub-
scriber system forward frequency band always begins at 54 MHz and may or may
not include sub-split reverse, while the institutional system forward fre-
quency begins above 100 MHz and always includes a broadband reverse system.
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Both the subscriber system and the institutional system are constructed in a
similar fashion and typically include a trunk system and feeder system. The
trunk system is the primary transportation system and, as such, branches in
tree fashion throughout the area to be cabled. The feeder system branches
from each trunk station in a similar tree-like manner and serves as the
connecting 1link between the trunk system and the end user (subscriber or
institutional). In some instances, the institutional trunk dis routed
directly to the end user and the feeder system is not included. The trunk
and feeder system is shown in Figure 3 and trunk and feeder branching in
Figure 5.

Large-diameter coaxial cable, repeater amplifiers, three-port power dividers
(splitters and directional couplers), ac power supplies and ac power
inserters are the main component parts used to construct the trunk system. A
single series trunk path called a cascade can be miles in length and can
contain many trunk-class repeater amplifiers. Consequently, individual trunk
amplifiers must be high-quality, high-reliability amplifiers that exhibit low
levels of noise and non-linear distortion. Power dividers having equal and
unequal Tloss characteristics are used to branch the trunk system. The
splitter or equal loss power divider is used at branch junctions where equal
length trunk branches are required; the directional coupler or unequal loss
power divider is used at branch junctions where unequal-length trunk branches
are required. Careful system design and efficient use of the family of power
dividers has a direct effect on the total number of cascaded trunk amplifiers
and, consequently, on overall system performance. The trunk amplifier sta-
tions (also feeder amplifier stations) are ac powered through the same coax-
ial cable that carries the RF signal. Pole-mounted 60V ac power supplies are
located at intervals throughout the system and are connected to the coaxial
cable through power inserters. A block diagram showing typical trunk system
operational construction is shown in Figure 6.
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Figure 6. Trunk System Operational Construction

Small-diameter coaxial cable, repeater amplifiers, three-port power dividers
(splitters and directional couplers), directional taps, and in-line equal-
:izers are the main component parts used to construct the feeder system.
Unlike the trunk, a single series feeder path or cascade is relatively short
and typically contains not more than three line extender class repeater



amplifiers. Consequently, individual feeder amplifiers do not require the
same degree of sophisticated level control and frequency response circuitry
characteristic of the individual trunk amplifier, Feeder amplifiers do,
however, require the same high quality, high reliability and low levels of
noise and non-linear distortion characteristic of the trunk amplifier. The
first feeder amplifier is actually located within the trunk amplifier station
housing and is called a bridging amplifier. The bridging amplifier receives
signal from the trunk, raises the level and provides the source signal for up
to four individual trunk station feeder cables. In addition, the bridging
amplifier provides feeder to trunk isolation to minimize possible spurious
signal leakage into the high-quality trunk transportation system. Feeder
cables leaving the trunk are tapped with directional taps at regular inter-
vals to provide connections for subscriber access to the system. Splitters
and directional couplers are used to branch the feeder system just as des-
cribed for the trunk. In-line equalizers are spliced into feeder cable spans
to adjust for accumulated differences in signal level that occur due to the
frequency- dependent 1loss variation of coaxial cable. Since each trunk
station supports its own independent feeder system, there are generally as
many independent feeder systems within a cable distribution system as there
are trunk stations. Feeder system operational construction is shown in
Figure 7.
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Figure 7. Feeder System Operational Construction

Subscriber and institutional _trunk systems are constructed in exactly the
same fashion -and, except for trunk amplifier station diplex filters and
reverse amplifiers, use exactly the same component parts. Subscriber and
institutional feeder systems are, however, not always exactly similar in that
the institutional feeder system does not typically provide connections for
the general public. Consequently, the institutional feeder system may not
include large quantities of directional taps and does not include sub-split
only, in-line equalizers. In fact, in many cases, the institutional feeder
system simply consists of the bridging amplifier and direct cable connection
to the user.



In recent years, all components used to construct both the subscriber and
institutional trunk and feeder system have been broadband bidirectional.®
Consequently, for these systems to support reverse, it is only necessary to
provide proper split-band diplex filters and reverse amplifier modules for
each of the trunk and line extender stations. As it relates to components
this is true; however, a proper working reverse system is guaranteed only if
a separate reverse system design analysis is performed simultaneously with
forward system design. Some sub-split systems that were designed for
forward-only operation have encountered problems when activating the sub-
split reverse upgradeable option.

Equipment for two-way broadband RF distribution systems has been available to
the cable TV industry for almost a decade. Moreover, many of the proposed
products that would utilize two-way transmission are available and have been
successfully operating in two-way cable system for years. As a result, many
of the initial problems have been eliminated, and much has been learned about
the operational requirements and limitations associated with these types of
systems. One problem long fought and still present, is spurious signal
ingress into the sub-split.subscriber reverse system. Two factors have made
this problem an especially difficult one to solve. One factor is the sub-
split reverse frequency band itself and the infinitely large numbers and high
levels of non-cable related 5 to 30 MHz signals always present in the envi-
ronment. The other factor is related to subscriber system architecture and
the potentional problems due to loss of shielding integrity at the many
subscriber connection points within the system.
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Figure 8. Two-Way Trunk Amplifier Station with Bridger Amplifier and
Reverse Switch

> This may not be true for older systems and excludes the sub-split only, in-
line equalizer.
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A close look at the subscriber reverse system shows many reverse signal-
source origination points all funneling back to the headend. A Tittle
ingress at all of the origination points or a large ingress at only a few can
equally cause serious operational problems. Given that sub-split reverse
ingress problems exist, the guestion arises as to how to locate the source or
sources. One method would be to disconnect all reverse feeder connections to
the system and independently turn each back on while monitoring for ingress.
In fact, this approach, has proved to be the only effective method to date;
computerized equipment to accomplish this has been developed and is presently
available. A block diagram showing the location of the trunk station reverse
system switch is presented in Figure 8.

The Digital Headend

Several articles that have been published recently refer to the "digital
headend." The digital headend will process signals that are somewhat differ-
ent from video signals and will use modulation methods that may be unfamil-
iar. Nevertheless, the analogy to the classical cable television headend is
apparent.

On the customers' premises, racks of equipment consisting of digital multi-
plexers and standard bandwidth modems are installed. The output of the
modems are frequency multiplexed on a two-way system with the output from
other modems. At the earth station, there will be much larger "digital head-
ends" receiving the modem RF signals and processing them to a format campat-
ible with the satellite equipment. For installations where the digital earth
station is not colocated with the cable headend, data translators may be
required to allow full access to any location in the system. In many
respects this "digital headend" is less complex than some of the very sophis-
ticated cable headend systems which are being installed today.

The information that is to be sent by cable can be multiplexed using time-
division multiplexing (TDM) or frequency-division multiplexing (FDM). Some
combination of time and frequency division access will probably be used for
most applications. Consider the data rates which are commonly used in satel-
1ite circuits (Table 2). If many low data rate ports are available at one
location, the most cost-effective method of transmitting the signals is to
time-division multiplex before modulation. On the other hand, the higher
data rate services are usually sent single-channel-per-carrier (SCPC) using
frequency-division multiplex on the coax or satellite.

11



Table 2. Commonly Used Data Rates for Satellite
and Terrestrial Services

Characteristic Specification
Multiples of 1.2 kb/s 1.2, 2.4, 4.8, 9.6, 19.2 kb/s
Multiples of 56 kb/s 56, 112, 224, 448 kb/s
Tl 1544 kb/s
2T1 3088 kb/s
TiC | 3152 kb/s
T2 6312 kb/s

Another item that needs to be mentioned is changing access according to the
changing needs of different users (multiple access). Pure time-division
systems may be made multiple access by allowing different users to occupy
different time slots on demand (TDMA). Likewise, frequency-division multi-
plex systems may be extended to demand access (FOMA or DAMA). Another method
that is commonly used is called carrier sense multiple access/collision
detection (CSMA/CD). Basically, a station wishing to transmit using CSMA/DC
listens to the circuit. If the link is idle, it transmits. If two stations
should transmit simultaneously (collide), each attempts to transmit again
after a random delay. Two other widely accepted schemes for multiaccess that
are closely related are polling and token passing. In polling, a master
controller polls each station on the network. If a station has a message to
send, the controller gives the station the right to transmit. In token
passing, the control is not centralized; the stations are given a sequence.
After transmitting a message or no message, each station passes access rights
(i.e., token) to the next station. This passing of the token continues in a
cyclical fashion.

In addition to the multiplexing and accessing method, one also has to con-
sider the modulation that is to be used. The basic possibilities are ampli-
tude shift keying (ASK), phase shift keying (PSK), and frequency shift keying
(FSK). An attractive method for transmitting on nonlinear systems (satel-
lites) is PSK. PSK transmission can take place using any number of phases,
e.g., two phases (biphase, BPSK), four phases (quadra-phase, QPSK), etc.
BPSK and QPSK are widely used in satellite circuits. When transmitting at
high data rates on cables, the frequency spectrum must be conserved. Since
the cable is relatively linear and the signal-to-noise ratios are high, an
attractive modulation method #s a combination of amplitude and phase shift
keying. The measure of transmission efficiency normally used is called
bits/Hz. This is the number of bits per second that can be transmitted in
one Hz bandwidth. The theoretical number of bits/Hz for BPSK is one, for
QPSK it is two, and for a combination of amplitude and phase shift keying, it
can be three or more. For data rates of Tl or larger, a combination of
amplitude and phase shift keying can conserve spectrum on the cable.
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On the other hand, consider the case of a large number of users at different
locations, each user having a relatively low data rate, and each user trans-
mitting occasionally. Here a modulation method can be employed that uses
spectrum less efficiently, but yields less costly hardware, e.g., FSK. In
addition, the system could employ CSMA/CD or token passing, giving all users
access to the same channel. In most cases, it is evident which type of modu-
lation method should be employed.

Application for Cable

The potentially large market for cable servicing as the local distribution
facility connecting businesses with satellite common carriers has been dis-~
cussed. In addition, some of the technical methods that are available for
implementing this cable distribution system have been investigated. Now,
let us consider an example of two current business communication needs.
Business A wanted to establish a dedicated communication link to another city
with eight voice channels, one 9.6 kb/s circuit, one 56 kb/s circuit, and one
224 kb/s circuit.

Business B wished to communicate with 40 voice channels through the same
satelite communications earth station. Twenty-four voice channels can be
digitized on a commercially available channel bank and sent on a Tl
(1.544 Mb/s) circuit. Data multiplexers can be added to one channel bank in
order to provide the eight voice channels and the various data circuits. The
T1 output from the channel bank is then fed into a Tl modem and converted to
the appropriate frequencies for transmission on the cable (Figure 9). The
40-voice-chdnnel requirement for Business B can be satisfied using two
channel banks and two Tl modems. Both customer requirements are satisfied
economically using the configuration shown in Figure 9.

System Capacity

Before exploring the question of capacity of a broadband cable system, it
would be beneficial to look at a couple of examples of data circuits on
cable. Figure 10 is a schematic representation of a mid-split broadband
distribution system.

Signal flow in the conventional (downstream) direction takes place in the
band 174 to 440 MHz, while reverse (upstream) signals are carried in the band
5 to 108 MHz. This two-way capability is achieved by the use of diplexing
filters and dual amplifiers at each signal amplification station.

TA: Trunk Amplifier. (Long-distance, high-quality transportation.)

LE: Line Extender Amplifier. (Short-distance, high-gain, for subscriber
circuits.)

13
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Figure 10. Signal Flow

Suppose that at point “A" there is a bank branch office equipped with a data
terminal which must communicate with the master computer located in the head
office at point "B". The data terminal at "A" is connected to a modem which
can transmit onto and receive from the distribution system, and the master
computer at "B" is similarly connected. It is clear that there is no way in
which a signal can travel directly from "A" to "B" using the route LE-2,
TA-2, TA-3, LE-I, or vice versa. Any signal in the range 5 to 108 MHz will
travel only toward the headend, and any signal in the range 174 to 440 MHz
will travel only away from the headend. However, the addition of one simple
device at the headend will solve this problem, and allow great flexibility in
connecting additional customers to the system. The device is a frequency
translator, which receives signals at the headend in the "reverse" frequency
range and "translates" them to the "forward" frequency range. It can be
designed to translate a single 6 MHz channel or several channels, depending
on the amount of traffic and the availability of unoccupied channels.

Therefore, when "A" wishes to send a message to "B," "A's" modem transmits at
a frequency in the range 5 to 108 MHz. The signal returns to the headend,
where the translator shifts it to an available channel in the "forward" spec-
trum. "B" can then receive the transmission.
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Figure 11 is a schematic representation of one version of a mid-split private
broadband network. The difference between this distribution network and the
network of Figure 10 is that all communication is between the headend and the
remote sites; i.e., no direct communication is allowed between remote sites.
This agreement could arise with a company that would have a headquarters with
multiple remote buildings or if a network was built solely to distribute
communications to and from a satellite site. In this case, the modems at the
remote sites, A and B, would transmit in the 5 to 108 MHz band and receive in
the 174 to 440 MHz band. The modems located at the headend, C, can use an
inverted frequency plan; that is, transmit in the 174 to 440 MHz band and
receive in the 5 to 108 MHz band. This inverted frequency arrangement saves
hardware by not requiring the frequency translator.

Y
/

N
>

N
L

55-A-4507

Figure 11. Schematic Representation of One Version of a
Mid-Split Private Broadband Network
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The data transmission capacity of a broadband system depends on the following
factors:

a. Available bandwidth (expressed as the number of unoccupied 6 MHz
channels). (Note that in an Institutional system, the whole cable
spectrum may be given over to data transmission.)

b. Number of data circuits.

c. Modem spectral occupancy, which is a function of both the data rate
and the bandwidth efficiency of the modem.

To help visualize the potential capacity, we will examine first the case of
the intracity, point-to-point connection. Modems for broadband systems are
available from a number of sources (including Scientific-Atlanta); therefore,
for the purpose of this discussion, we will assume a hypothetical, medium-
speed . modem which can handle data at rates up to 19.2 kb/s. The figures
which we shall use are reasonable and quite representative of state-of-the-
art devices which meet the requirements of high reliability and low cost.

Using Bi-Phase Shift Keying (BPSK) as our modulation scheme, we may expect to
transmit a 19.2 kb/s data stream in a bandwidth considerable 1less than
100 kHz. We wish to allow a certain safety margin, however, so we will sup-
pose that 100 kHz represents the "channel" separation required by the modems.
A quick calculation shows that a single 6 MHz TV channel could support trans-
missions from 60 such modems.

To determine the actual capacity of a typical system, refer to Figure 12.
This diagram is an extension of Figure 10, since it illustrates the two-way
communication between points "A" and "B." The cable system has a reverse
channel, designated T7, available and a forward channel, designated H, cur-
rently unused. Each 6 MHz channel has been divided into 60 "sub-channels,"
numbered 1 through 60, so that we can readily describe the "slots" which the
modems require for transmission and reception.

When modem "A" transmits a signal, it uses subchannel 1 of channel T7. This
can be written as T7(l). The signal travels in the reverse direction to the
headend, where it is intercepted by the frequency translator and converted to
channel H, subchannel 1, or H(l). The transmission can now travel in the
forward direction throughout the distribution system, and be received by
modem “B," which is tuned to H(1l).

Transmission in the opposite direction, from "B" to "A," must make use of a
different subchannel. This is because both modems may be required to trans-
mit and receive simultaneously (i.e., full duplex operation). Therefore,
modem "B" transmits in T7(2), and modem "A" is tuned to receive H(2).

To summarize, a pair of modems operating in full duplex mode requires the
allocation of two subchannels in the reverse frequency range, and two corres-
ponding subchannels in the forward frequency range. In our hypothetical
example, this is equivalent to 200 kHz in channel T7, and 200 kHz in
Channel H. It follows that, if all the subchannels in T7 and H were
allocated, the system could support full duplex communication between 30
pairs of modems.

17



MODEM
B

| TRANSMIT RECEIVE
[ T7(2) H(1)
|
I
| =
2WAY | &7 1175 162. 168 MHz
DISTRIBUTION |
17 -oHp— — SYSTEM_ T 4 -
|
HEADEND |
FREQUENCY i
TRANSLATOR e ""025”‘
B — —
TRANSMIT RECEIVE

T7(1) H(2}

V)

mLIsIIlIIIIIHIIIIIIIIHIIII¢JIIIIIH|HHIHHHHIIIHSI

MODEM ‘B‘ TRANSMIT SLOT
MODEM ‘A’ TRANSMIT SLOT

2 EACH SLOT 100.KHz WIDE

§5-A-2881

Figure 12. Frequency Assignments for a Typical CATV Modem Pair

A more efficient use of bandwidth can be obtained when a Multipoint service
is required. In this configuration, a master computer communicates with
several slave terminals by sequential polling. Since only one modem is
transmitting at any instant, the same frequencies can be allocated to all
modems, with a consequent drastic reduction in bandwidth. Typical of the
terminals requiring this kind of service are bank teller machines; a master
computer at the bank's main office interrogates teller terminals at each
branch office in sequence. When this type of connection is established using
telephone lines, loew data rates are frequently employed in order to minimize
the degree of line-conditioning required, and hence the cost. By switching
to broadband cable, a higher data rate can be realized, and the polling time
reduced.
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High-Speed Services

The use of CATV systems for the transmission of high-speed (1.544 Mb/s) data,
while employing the same priciples of forward and reverse signal flow as
described above, necessitates a different approach to the subject of hard-
ware. At these data rates, care must be taken to restrict the amount of
bandwidth required by each data channel, lest the most valuable technical
resogrce of coaxial cable, namely its prodigious bandwidth, be rapidly con-
sumed.

A simple FSK or BPSK modulation scheme, which may be economically desirable
and technically acceptable in a low-speed modem, could be disastrous when
applied to Tl transmission equipment. The Scientific-Atlanta Model 6402
Modem achieves a bandwidth efficiency of better than 2 bits/Hz (i.e., a 1.544
Mb/s data stream is transported in a bandwidth less than 750 kHz) by using
the QASK-16 modulation process. QASK-16 is a special case of the M-ary
Amplitude Phase Shift Keyed (MAPSK) family of signal sets which provide
enhanced bandwidth efficiency through efficient signal packing at the expense
of bit-error probability in a noisy environment. However, since coaxial
cable systems can provide high signal- to-no1se ratios, these complex modu-
lation schemes are applicable.

The Model 6402 is primarily intended for use with readily available PCM trunk
terminal equipment ("channel banks"), using a Bell standard DSl interface.
In this configuration, telephone voice signals between office PBX (Private
Branch exchange) equipments are converted to digital form in groups of up to
24 circuits, multiplexed into a single 1.544 Mb/s data stream, and trans-
ported over coaxial cable via the 6402 modem. .This approach eliminates the
need for multiple leased telephone 1lines between office buildings. Up to
four such Tl links can be accommodated in a single 6 MHz TV channel. Most
PCM trunk terminal manufacturers can supply data channel units to take the
place of standard voice channels, thus offering the possibility of mixed
voice/data over a single Tl link. Figure 13 is a schematic diagram of such
an interconnection. ‘

Other applications of the 6402 modem include high-speed computer graphics and
compressed digital video (teleconferencing) interconnections, which make use
of the Tl data rate. The hardware which has been briefly described in this
article is, in principle, extremely simple: the method of connected trans-
lators and modems into an existing CATV system is straight-forward, and
alignment procedures can be conducted using conventional test equipment. For
a relatively small initial investment, the cable system owner can begin to
serve the needs of data subscribers throughout his franchise area, thus open-
ing up a new source of revenue.

Broadband technology offers the immediate incentive of reduced cost and
improved quality of transmission, and the confidence that increasingly
sophisticated network1ng capability and faster data transportation, neces-
sitated by the growing demand for information transfer and the concomitant
growth of data technology, are tasks that fall naturally with the scope of
coaxial cable systems.
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Conclusions

This paper has reviewed the basics of broadband communications networks. It
has been shown how broadband cable can be configured to handle the distribu-
tion of voice, data, electronic mail, teleconferencing and other business
communications. The inherent flexibility of bandwidth allocation, Tow cost
of high data rate equipment, quality of service (low error rate), and high
reliability/availability (proven technology) makes broadband cable an ideal
medium for serving the local distribution needs of satellite communications
carriers, large corporations, financial institutions, municipal agencies,
hospitals, and university complexes. :
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Principles of Satellite Communications
J. Searcy Hollis

Introduction

The purpose of this paper is to present some of the elements of satellite
communications. We will assume that the reader has a technical background in
electronics and a general understanding of satellite communications.

There are many applications of satellite communications and many facets of
the theory which we cannot cover in a single paper. The approach taken here
is to describe a simple FM/video link as one example, using it as a vehicle
to describe the background for the various link equations and giving refer-
ences as we proceed. We will then discuss briefly certain of the more impor-
tant topics. A Glossary of Terms is included in Section 5 to define terms
which occur frequently. An appendix is included at the end of the paper,
which discusses decibels and especially the units of certain quantities which
are expressed in decibels.

Desription of a Simplified Satellite Link

A satellite is aswumed to be at a longitude of 90 degrees W in the geosyn-
chronous orbit at a height of 35,800 km above the equator (see Figure 1).
The transmitting earth station is near New York City at 74 degrees W, 41
degrees N; the receiving earth station is near Los Angeles at 118 degrees W,
34 degrees N.

Geosynchronous
Satellite

Figure 1. Satellite Link Geometiry




It can be shown* that the satellite is about 40 degrees above the horizon
(satellite elevation angle) as viewed from the transmitting earth station and
lies generally to the south-southwest at an azimuth of about 204 degrees.
From the receiving earth station, the satellite elevation angle is 40.5
degrees, and the azimuth is about 136.5 degrees.

Figure 2 is a block diagram of the assumed FM/video communications link. It
consists of a transmit earth station, the satellite, a receiving earth sta-
tion, and the propagation paths traversed by the signals. For simplicity,
the satellite is assumed to have only one transponder, and the uplink and
downlink frequencies are assumed to be 6 GHz and 4 GHz, respectively. In
practice there are no FM/video carriers at exactly 6 GHz, and in the 6/4-GHz
band** downlink carriers are offset 2.225 GHz instead of 2 GHz below the
corresponding uplink carriers. We will assume that only one earth station
accesses the transponder at a given time.

Transponder
Recnevmg Transmitting
Antenna Antenna

6 GHz UP// ng

S
\
/
Transmitting . ; i Receiving
Earth Earth

Station Station

Figure 2. Simplified block diagram of a 6/4 GHz satellite communications
link. Only oneofthe 12 or 24 transponders that make up a typical
satellite is shown

* See the paper, "Earth Station Geometry."
**The designation 6/4-GHz is used to indicate that the uplink is in the
5.925~ to 6.425-GHz band, and the downlink is in the 3.7- to 4.2-GHz bhand.



The uplink consists of the earth station transmitter and its antenna, the
uplink propagation path, the satellite receiving antenna, and the transponder
receiver. The satellite transponder receives the incident signal, converts
it from the 6-GHz band to the 4-GHz band, and transmits it back to earth.

The downlink consists of the transponder transmitter, the satellite transmit-
ting antenna, the downlink propagation path, and the earth station receiving
antenna and its associated receiving equipment.

The quality of any communications 1link is determined by the difference
between the output signal and the input signai. In an analog system such as
FM/video, the difference is represented by distortion and by added noise. In
a digital system, it is represented by the bit error rate (BER). The satel-
l1ite 1ink under consideration must adhere to distortion and video signal-to-
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Figure 3. Signal Level Changes Through Hypothetical Satellite Link




noise criteria which are appropriate to the application. These criteria are
given in detail in the several standards which are listed in the bibli-
ography.

In our hypothetical system we will postulate a 54-dB,* clear-weather video
signal-to-noise ratio (S/N) at the receiving end as defined in Reference 1,
and will assume distortion limits which will be discussed in the paragraph
"Link Performance."

Very large changes in signal levels take place as the signal passes through
the complete communications link. Figure 3 follows these changes.

Uplink

Transmitter and Transmitting Antenna. Figure 4 is a simplified block dia-
gram of the transmitting earth station. It consists of an FM modulator, an
upconverter, a high-power 6-GHz transmitter, and a transmitting antenna.

To Satellite

/

Transmitting
Antenna

. FM High Power
— e Upconverter A o
Baseband Modulator 70 MHz 6 GHz Amphfler
Video and
Associated
Signals

Figure 4. Simplified Block Diagram of Transmitting Earth Station

Before modulation the video signal is processed to preemphasize the higher
frequency components, and an energy dispersal waveform is added. Preemphasis
acts to improve the output video signal-to-noise ratio (S/N) by compensating
for the increase in noise density with frequency (triangular noise) which is
characteristic of the receiver demodulator. (The preemphasis is removed by a
deemphasis network after the receiver discriminator.) The energy-dispersal
signal frequency-modulates the carrier with a triangular waveform at the
video frame rate to disperse the RF spectrum. This reduces interference with
terrestrial microwave and other satellite links and reduces intermodulation
among the multiple carriers which exist in a real satellite.

*A received video signal with an S/N of 54 dB is of "“broadcast quality."
Lower values of S/N are adequate for many applications.



The baseband video and the associated audio and energy-dispersal waveforms
are frequency-modulated onto a 70-MHz carrier. The modulated signal, whose
modulation bandwidth is approximately 36 MHz, is upconverted to 6 GHz, ampli-
fied and used to drive a klystron high-power amplifier (HPA) which feeds the
transmitting antenna.

The transmitter and transmitting antenna are characterized by an effective
isotropic radiated power (EIRP), given by

EIRP = P9t (watts) (1)

where Py is the transmitter output power in watts and gy is the transmit-
ting antenna power gain.

The gain of an antenna acts to concentrate the transmitter output power into
a narrow beam. In general, the narrower the pattern the higher the gain.
The effective isotropic radiated power is the power that would have to be
transmitted if the radiated power were to spread out uniformly in all direc-
tions from the source, implying an antenna gain of unity.

The transmitting antenna has to be relatively large in diameter to generate a
narrow beam. The narrow beam pattern protects other satellites from inter-
ference from the transmitted wave, and at the same time produces high gain
which is required to overcome propagation losses.

Equation (1) can be expressed in decibels* by
EIRP = Py + Gy (dBW) (2)
where £IRP and P, are expressed in dBW and GT is in dBi.

Our link will use the 10-meter-diameter antenna of Figure 5, which has a gain
of 53.5 dB and a half-power beamwidth of about 0.32 degrees at 6 GHz. We
will assume an EIRP of 80 dBW (108 watts), which is obtained from the 53.5 dB
of antenna gain (about 224,000) and 26.5 dBW of transmitter power (about 450
watts). After discussing the uplink path and the satellite sensitivity, we
will check to see if this assumed EIRP is adequate.

Uplink Propagation Path. On passage through the atmosphere, the EIRP is
decreased siightly by atmospheric attenuation, which is very small at 6 GHz
even in heavy rains (see Figure 6). On the other hand, a very large attenua-
tion occurs because of the spreading of the spherical wavefront as the wave
radiates outward toward the satellite.

It is evident from the definition of EIRP and the Tlarge distances involved
that a very small fraction of the total EIRP of 100,000,000 watts intercepts
the satellite.

The signal level of the wave incident on the satellite is measured by the
power density S of the approaching wavefront expressed in watts per square
meter,

*See Appendix A for discussion of decibels.
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Figure 6. Attenuation vs. Rain Rate. The total atmospheric attenuation is
obtained from the integrated effect of the attenuation over the
total path. The total path length which contributes to rain
attenuation is relatively short because the path to the satellite is
slanted rather than horizontal. Typical values of attenuation due
to rain, even in heavy rains, are likely to be less than 1 decibel
at 6 GHz (1 dB of attenuation correstponds to kp = 0.794 in (3))

It can be shown that the distance Rg from New York City to the satellite is
approximately 37,750 kilometers.* The surface area of a sphere of this
radius is given by

Ag = 4mRZ = 1.791 x 1016 (meter 2) (3)

The flux (power) density at the satellite is calculated as if the EIRP uni-
formly covered the total surface area A . The resulting flux density is
given by ~ S

_ EIRP
47R 2
where kp 1is the atmospheric attenuation factor, which is less than unity.

- EIRP

= ' 2
S Ky TS—- Ky (watts/meter?) (4)

It is convenient to convert (4) to decibel form to obtain the flux density in
decibels relative to one square meter:

S(dBW/m2) = EIRP(dBW) - 10 log Ag - LA(dB) (5)
where Lp (= -10 log kp) is the atmospheric attenuation in decibels. We

can assume kp to be unity in (4) with small error, making La(dB) in (5)
zero.

*See the paper, "Satellite Link Analysis."



We will want S to saturate the satellite; that is, to cause it to transmit
maximum power. We can arrange (5) to give ‘

EIRP = 10 log Ag + S (dBW) (6)

where S is the saturation flux density of the satellite. To confirm whether
our assumed uplink EIRP is adequate, we must know the saturation flux den-
sity. This requires discussion of the characteristics of the satellite.

Satellite. Current 6/4-GHz satellites have either 12 or 24 transponders,
which have bandwidths of about 36 MHz each. Figure 7 is a simplified block
diagram of our assumed single-transponder satellite. A more detailed dis-
cussion of practical sateilites is given later.

6 4
GHz . GHz
. : ) 5 Watts
~A—}——m! Receiver |—m{ Frequency —~ j——a| Power Typical
—~A Converter o~ Amplifier
500-MHz 36-MHz
Bandwidth Bandwidth
Filter Filter
Receiving Transmitting
Antenna Antenna
6 GHz 4 GHz
Figure 7. Block Diagram of Simplified Single-Transponder Satellite

Satellite Receiving Antenna and Receiver. To accommodate signals received
from wide geographical areas, the satellite receiving antenna has a broad
beam pattern. Fiqure 8 is a footprint showing contours of flux density which
are required to saturate our assumed satellite transponder as a function of
latitude and longitude of a transmitting earth station. The curves are also
labeled in terms of a value G/T, which we will discuss later.

From (3) we obtain for the first term of the right side of (6) a value of
162.5 dBW/m?2, Reference to Figure 8 indicates that a flux density of
-82.5 dBW/m2 is required to saturate the satellite receiver from an earth
station near New York City. Thus, we have from (6):

EIRP = 162.5 - 82.5 = 80.0 (dBW) (7)

confirming that our assumed value of 80 dBW is nominally correct for the EIRP
of the earth station.

In practice several dB of additional power would be made available by use of
a larger HPA to overcome waveguide and switching losses, antenna pointing
error, atmospheric attenuation and other losses.



So far we have been concerned with the required flux density incident at the
satellite. The power received by the satellite antenna is given by the inci-
dent flux density times the effective area Ae(el,¢1) of the receiving
antenna times the polarization efficiency p:

= = EIRP
C = SAeRp = m Ae(el, ¢1) P (watts) (8)
where the letter C implies "carrier" and where 1in our case the direc-
tion (e,,¢,) is the direction to New York from the satellite.* The
po]am’za{ion efficiency p is virtually unity in a properly designed and
adjusted system.
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Figure 8. Typical Variation of Saturation Flux Density and G/T for a
Domestic U.S. Satellite

*The gain g(6,¢) and the effective area Aqg(8,¢) of an antenna are quantita-
The coordinates (8,¢) are angular

tive descriptions of its beam pattern.
spherical coordinates.? We will drop the coordinates 6 and ¢ when the direc-

tion is obvious.



It can be shown that the effective area and the gain of any reciprocal
antenna are related by the equation:

AeR(e,q;) =9_(e;r¢)>‘2 (9)

where XA is the wavelength. This relationship will be needed a little later
in the discussion, but for the moment we are interested in the directions
8 and ¢ which translate into the latitude and longitude of the footprint of
Figure 8.

The effective area of a satellite antenna which provides coverage of CONUS
(the 48 contiguous states) at 6 GHz as in Figure 8 is quite small, about
0.1 meter?, If we knew the effective area or the gain of the satellite
antenna, we could calculate C, but neither the effective area nor the gain of
the receiving antenna is called out in Figure 8.

OQut of interest a value of C is calculated using an estimated value of
0.1m2 for Ae in (8) and indicated in dBW at point C on Figure 3, but this
value is only approximate and is not used in the 1link analysis.

It was indicated that the contours of Figure 8 are labeled both in terms of
the saturation flux density in dBW and the figure of merit G/T of the satel-
lite receiving system as a function of direction. This is done for good
reason. It turns out that, instead of C, we need a quantity, C/Ng, the
carrier-to-noise power-density ratio when the satellite is saturated. This
ratio can be obtained from the G/T and saturation flux density curves of
Figure 8.

Before calculating C/N, we must define G/T. To do this we will need to
discuss noise power, noise temperature, and related subjects.

Noise Power and Noise Temperature. At the satellite a certain amount of
electrical noise power Np enters the satellite receiver via the antenna
along with the carrier power C. An additional amount of noise power Ng is
generated in the low-level stages of the receiver.3 .

The noise power is uniformly distributed in frequency. The noise power
density Ng, is defined as the noise power per unit of bandwidth, usually
megahertz or hertz. The latter is used especially where the application is
for satellite communications systems that have bandwidths which are narrow
compared with 1 MHz (see the paper "Satellite Link Analysis"). We will
discuss later why the noise power density is used rather than the total noise
power.,

Because the noise is random, it adds on a power basis rather than on a volt-
age basis. The noise power density at a reference point in the receiver,
shown in Figure 9, is given by:

Nog = Nop + Nop  (watts/MHz), (10)
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where the subscript S indicates "system"; in this case referring to the
uplink receiving system, A indicates “"antenna", and E indicates "receiver."*

Additional noise is added on the downlink. In our case, most of the noise is
added on the downlink, but it will be seen later that the video signal-to-
noise ratio for the overall link is affected by both the uplink and downlink
noise.

The noise entering or generated within a satellite receiver is from a number
of sources, but it can be treated as if it were thermal noise, which is
caused by the random motion of electrons in a conductor caused by their
thermal energy.

REFERENCE REFERENCE

POINT A POINT B
SATELLITE
ANTENNA RECEIVER ——|— TO CONVERTER AND HPA
G

(Nos = (NoA + NoE) ¢

/
T, =T, +T.)G
_ Noa NoE A A E

Tw Te

Figure 9. Simple Diagram Showing Noise Power Density and Noise
Temperature at Reference Points in a Satellite Receiving System.

It is convenient to measure the noise power or noise power density in terms
of an effective noise temperature. It is well known that the thermal noise
power N, at a given reference point of a receiving system** is given by:

Ny = kT, By (watts) (11)
where

Ty is the effective noise temperature at the reference point in
Kelvins (K),

k is Boltzmann's constant (1.38 x 10~23 Joule/K), and
By is the noise bandwidth in Hertz, and where

x identifies the noise power Ng, Nps NE°

*The subscript E is used instead of R to adhere to convention; the letter E
will stand for "effective" when we convert to noise temperature.
**See the paper "Noise Temperature and G/T."“
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If we let By = 1 Hz, we have from (11)

N
_ ox
TX -T (12)
By division of (10) by k and use of (12) we have
Tg = Tp *+ T (Kelvins) (13)

Tg is called the operating temperature or the system temperature, Tp is
the antenna temperature, and Tg is the effective input noise temperature of
the receiver measured at the antenna terminals as shown in Figure 9. The
designation "system" again refers here to the uplink receiving system.

From (13) and Figure 9, it can be seen that the effective input noise
temperature of the receiver defined at a given reference point is the system
temperature which would exist if the antenna temperature at the given
reference point were zero.

Carrier to Noise-Power Density Ratio. It is customary to express (8) in the
form:

C = EIRP g, [z%ﬁ]z p (watts) | (14)

by using (9), where the direction associated with gp has been dropped.

The carrier-to-noise power ratio is obtained by dividing (14) by (11),
giving:

9 |EIRP , & 2

C/N0 = Tg' ——?—'(I?K) P (Hz) (15)

Note that C/Ng in (15) 1is proportional to gR/TS. This ratio, usually
converted to decibels and designated simply G/T, is at least to some extent
under the control of the satellite designer as opposed to the factors within
the brackets. As has been indicated, the ratio G/T, expressed in dB/K, is
called the figure of merit of the satellite receiving system.

12



Conversion of (15) to decibels gives

(/Ny(dB-Hz) = G/T(dB/k) + EIRP - 228.6 - Lg - Lp (16)
where
EIRP is expressed in dBW,
Lp = - 10 Tog p (dB) (17)
Lg = 20 log (47R/ 1) (dB)* (18)
228.6 = -10 log (1.38 x 10-23) (dBW/Hz-K) - (19)

In (16) C/Ng (dB-Hz) and G/T (dB/K) are symbolic notations, respectively.
C/N, (dB-Hz) = C (dBW) - N, (dBW/Hz) (20)
G/T (dB/K) Gr (dBi) - Tg (dB-k) (21)

They also represent the numerical ratios C/Ng and gp/Ts expressed in
decibels.

Equation (16) can be written**
C/N, = EIRP + G/T + 228.6 - Lg - Lp  (dB-Hz) (22)
or

C/N, = EIRP + G/T + 168.6 - Lg - L (dB-MHz) (23)

p
where in (23) a constant term 10 log 10® (= 60 dB) has been subtracted
because C/Ng is defined in dB-MHz.

It is often convenient to eliminate EIRP and the distance from the earth
station to the satellite from (15) and express it in terms of the flux
density incident on the satellite and g,/Ts. Using (4) with kg = 1 in
(15) gives

9 oAz op
C/Ny =S T K (15A)
or

e R 0.32 1 P
N =S T S 5 X (158)

*The quantity Lg is wusually called "space loss" or, more appropriately,
"spreading loss."

**For simplicity we set the atmospheric loss Lpa(dB) zero in (5). Inclusion
of atmospheric attenuation results in a term -Lp on the right side of (16).

13



‘o

f ‘
Co is the velocity of light (3 x 108 meter/sec), and

where A =

f is expressed in GHz in (158B).
Conversion of (15B) to decibels gives

C/Ng

S+ G/T - 21.45 - 20 log f(GHz) = 228.6 (dB-Hz) (22n)

or

C/Ng =S + G/T - 21.45 - 20 log f(GHz) + 168.8 (dB-MHz) (23A)

It is important to note that both C/Ny and G/T are independent of the
reference point in the receiving system amplifier chain at which they are
measured. This is because C, Ny, G and T are all changed by the same
factor as the reference point is changed.*

In Figure 8 the contours of saturation flux density already discussed coin-
cide with contours of G/T. For our case, G/T equals -4 dB/K for the signal
path to the satellite from New York City. We will assume Lp to be zero and
we will calculate Lg to be 199.6 dB for the distance from ﬁéw York City to
the satellite of 37,750 km by using (18).

From (23) we have:
C/Ny = 80 + 168.6 - 4 - 199.6 = 45 (dB-MHz) (24)
As a check we have from (23A)
C/N, = -82.5 - 4 - 21,5 - 15.6 + 168.6 = 45 (dB-MHz) (28A)

As has been indicated, we are not given the gain or the effective area of the
satellite antenna in Figure 8. We are given the value of flux density which
is required to saturate the satellite receiver and the G/T of the satellite
receiving system. In our calculations we did not find either C or Ny, only
the quantity C/Np, but this was the value needed.

It will be shown later that for this value of C/Ng, the uplink contributes
only a small fraction of the total noise of the overall link, and that the
downlink, as in typical cases, contributes most of the noise. This is as it
should be in a well designed uplink because if the uplink is noisy, it is not
possible to realize a high-quality overall link, regardless of the quality of
the downlink.

*See the paper "Noise Temperature and G/T."
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Downlink

Satellite TWT. As shown in Figure 7, the receiver feeds a downconverter,
which offsets the frequency and drives the downlink TWT output power ampli-
fier. In keeping with our simplifying assumptions on page 1, the frequency
offset is shown as 2 GHz instead of 2.225 GHz.

The transponder TWT maximum output is relatively low, typically between 5 and
10 watts. In Figure 3 we use 5 watts (7 dBW). Figure 10 shows a typical TWT
power input-output curve,

0
v
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12 Inpcln an!! Oulpqt Lowcr
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Relative Input Power {dB)
Figure 10. TWT Power-Transfer Characteristic, Showing Linear and
Saturation Regions

When only one carrier exists, as in our case, the TWT is usually operated
under saturated conditions. When more than one carrier is present, as is
often the case in many applications, the TWT has to be operated in its linear
region to control intermodulation distortion. This requires a backoff in
input power, and this produces a decrease in both uplink and downlink C/Ng.

Satellite EIRP. The satellite output is measured by the EIRP, defined by
(1) or (2). The satellite EIRP is lower than that of the uplink earth sta-
tion because of two factors. First, the power obtained from the solar panels
which power the satellite 1is limited by satellite size and launch costs.
Second, downlink coverage is provided over a wide area (usually somewhat the
same as the uplink G/T footprint), and this limits the gain of the satellite

transmitting antenna. A typical downlink footprint, described by contours of
constant EIRP, is shown in Figure 11.
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Figure 11. Footprint Showing Assumed Satellite EIRP in dBW at 4 GHz.
(Figure actually shows average EIRP of RCA SATCOM F-1 at
135°W for transponders 3,7,11,15,19, and 23)

The operation of the downlink is basically similar to that of the uplink
except for the lower EIRP produced by the satellite.

Receiving Earth Station. A simplified block diagram of the receiving earth
station is shown in Figure 12. It consists of the earth-station antenna, a
low-noise amplifier (LNA), a receiver, and ancillary equipment.

As in the case of the satellite, the receiving earth station is characterized
by a figure-of-merit G/T, whose required value is determined by the origi-
nally postulated video signal-to-noise ratio of 54 dB. We will arrive at
this required value in the following paragraphs.

The downlink carrier-to-noise ratio is again given by (23), where the various
terms represent downlink parameters.

It may be interesting to discuss why C/Ng is used instead of C/N in analyz-
ing the 1link performance. The relationship between C/No and C/N is given
by:

C/Ny (dB-MHz) = C/N (dB) + 10 Tog By (MHz) _ (25)
where By is the IF bandwidth of the earth station receiver..

C/Ng s used because the video signal-to-noise ratio for a given video-
signal deviation is determined by C/Ny and the noise bandwidth of the
baseband filter function“ of the receiver, and not by the predetection
carrier-to-noise power ratio C/N. For a U. S. television signal with CCIR
weighting and with peak deviation of 10.75 MHz, the video signal-to-noise
ratio as defined in reference 4 is given by:
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S/N = C/Ng (dB-MHz) + 22.6 (dB) (26)

For the postulated video signal-to-noise ratio of 54 dB, the required value
of C/Ng is thus 31.4 dB-MHz. This is actually the required overall-link
C/Ng. We will show that the required downlink C/Ng is slightly higher,
31.6 dB-MHz when the uplink noise is taken into account. We will use this
latter value in our downlink calculations.

Rearranging (23) gives:

G/T = C/Ng - EIRP + Lg - 168.6 (dB/K) (27)
where Lp is assumed to be zero for the downlink, as it was for the uplink.
For our example we will read a satellite EIRP of 33.5 dBW in the direction to
Los Angeles from Figure 11. For the distance from Los Angeles to the satel-
lite, Lg at 4 GHz is found to be 196 dB.
Substitution of the appropriate parameters in (23) gives:

G/T = 31.6 - 33.5 + 196 - 168.6 = 25.5 (dB/K) (28)
This is the figure of merit of the earth station receiving system which is

required to provide a downlink C/No of 31.6 dB-MHz under the assumed condi-
tions.

Receiving
Antenna

XGHZ

— —— —— i s —— — — — —— — —— — — — st

0-4.5 MHz

70 | Baseband
MHz | Main Video | Video
4 GHz | Downconverter Discriminator Processor —-—l—_»
Coaxial I |
Cable
| 6.8 MHz |
| |
| Audio I Audio
| Discriminator [ -
L RECEIVER __jl

Figure 12. Simplified Block Diagram of Assumed Satellite Receiving
Earth Station. The LNA is bolted directly to the output wave-
guide of the receiving antenna to eliminate losses which would
otherwise increase the system noise temperature
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Receiving-System Noise Temperature. As in the case of the uplink, Tg is
given by (13). The antenna temperature Tp of earth stations can be made
very low because the earth station beam looks at the cold sky.5* Tp for
the chosen antenna varies from 46K at an elevation angle of 5 degrees to 18K
at zenith., At an elevation angle of 34 degrees, it is approximately 20K,

From the definition of G/T given in (21), the required G/T given by (28) is
obtained by subtracting the receiving system noise temperature from the
receiving antenna gain. Thus, we can trade off one against the other. This
is illustrated by the graph of Figure 13.
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Figure 13. System G/T vs. Antenna Gain

In the figure the horizontal row of dots at an antenna gain of 50 dBi repre-
sents an increase in system G/T of 5.74 dB, from 25.23 dB/K, to 30.97 dB, as
the system noise temperature decreases from 300K (24.77 dB/K) to 80K (19.03
dB/K) if the antenna gain is maintained constant at 50 dBi.

The vertical row of dots at a G/T of 26 dB/K represents a permissible
decrease in antenna gain from 50.77 dBi at 300K to 45.03 dBi at 80K to main-
tain the indicated G/T.

*See the paper "Noise Temperature and G/T.



alliing...

Figure 14. Scientific-Atlanta Model 8010 7-Meter Satellite
Communications Antenna

The Scientific-Atlanta Model 8010 7-Meter Antenna shown in Figure 14 has a
gain of 47.5 dB at 4 GHZ. We will choose this antenna, which results in a
maximum allowable system noise temperature Tg¢ of 22.0 dB/K for the G/T of
25.5 dB/K. This Tg translates to 158 Kelvins [= 10 exp(22.0/10)]. We will
find that this maximum temperature is easily realizable at moderate cost.
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If we were to choose a 5-meter antenna with a gain of 44.5 dB, the resulting
required system noise temperature would be 19.0 dB/K or 79 Kelvins. From
(13) the antenna temperature is subtracted from the maximum allowable system
noise temperature to determine the maximum allowable receiving system noise
temperature.*

It will be found that Tg in (13) for a well-designed earth station is
almost identically equal to T NA» the temperature of the Tlow-noise
amplifier. In our case the error is less than 1 Kelvin in the allowable
noise temperature. If we assume an antenna temperature of 20 degrees, the
required LNA temperature is 59 Kelvins. This noise temperature is not cur-
rently realizable with an uncooled GaAs FET LNA.

A 5-meter-diameter antenna would give an S/N of 51 decibels with a Tg of
158 Kelvins. This S/N is adequate for many applications.

As indicated, we will choose a 7-meter antenna and a moderate-cost 100K LNA.
For an antenna noise temperature of 20K, the downlink system noise tempera-
ture is 120K, or 20.8 dB/K. From (21) the resulting G/T is given by:

G/T = 47.5 - 20.8 = 26.7 dB/K (29)

This choice represents a margin of 1.2 dB over the value of 25.5 dB/K given
by (28). This would permit the system noise temperature to rise as high as
158 Kelvins without compromising the system S/N specifications.

LNA

Low-noise amplifiers (LNAs) used in receiving earth stations (Figure 12) are
GaAs FET (Gallijum-Arsenide-Field-Effect-Transistor) amplifiers. Research in
recent years has reduced the noise figures** of GaAs FETs to the point that
uncooled amplifiers as low as 80K are available. The LNA is bolted directly
to the output waveguide flange of the receiving antenna, where Tp is
defined, to eliminate noise contributions which would be introduced by wave-
guide losses if the LNA were separated from the antenna.

In our example, the LNA has a gain of 50 dB. The receiver is located in a
convenient position, some distance from the antenna, and is connected to the
LNA output by a coaxial cable whose loss is assumed to be 10 dB. The high
gain of the LNA almost completely overrides losses and noise contributions
arising in the cable and later circuits.

* See the paper "Noise Temperature and G/T."

.
**Noise figure is given by NF(dB) = 10 log <‘2‘§E;5 + 1> Thus, a 290K effective

noise temperature Tg is equivalent to a 3-dB. noise figure.
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Receiver

The receiver (Figure 12) converts the frequency of the incoming signal to an
intermediate frequency (IF). It rejects unwanted signals 1in the process,
demodulates the IF signals by means of the main IF discriminator and pro-
cesses the composite baseband video to restore it to is pre-transmission
format. The audio subcarrier is separated from the main IF and is demodu-
lated by the subcarrier discriminator. Baseband video and audio are avail-
able at separate output coaxial connectors.

Overall-Link C/Ng and C/N

From (26) it was determined that the required value of overall-link C/Ng
was 31.4 dB-MHz. Because of the contribution of the uplink noise to the
overall-link noise, the required downlink ratio must be slightly greater than

31.4 dB-MHz to give an overall-link C/Ng of 31.4 dB-MHz. This is shown
below.

The overall-Tink C/N, resuits from adding the noise-power densities of the
uplink and downlink referred to the same carrier levels:

(Ng/C)g = (Ng/C)y *+ (Ng/C)p (30)

where the subscripts 0, U and D represent "“overall-link", "uplink" and "down-

Tink", respectively, and where the terms in parentheses are numerical ratios
(not decibels).

Thus, for given overall and uplink carrier-to-noise power densities,

(N,/C)p = (N,/C)g - (N/C) (31)

In our example,

(No/Cg = ;O‘ﬂ%rrm - %0 ‘ (32)
and

(No/O)y Rﬂ%ﬂ'ﬁ’ﬁ%ﬁ (33)
From (31),

(N/)y = 1335 - 31673 ~ AT (34)
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The required downlink carrier-to-noise-power density C/Ny is thus given by:
(C/NO)D = 10 log 1443 = 31.6 (dB-MHz) (35)

The final system C/N is determined from (25), where By is the earth-station
receiver IF bandwidth (except in the uniikely event that the satellite trans-
ponder bandwidth is narrower than the receiver bandwidth and determines the
system bandwidth).

Link Performance

Distortion. At the beginning of our example, we set a specification of
54 dB for the video signal-to-noise ratio (S/N) and indicated that distortion
1imits would be discussed.

The video S/N criterion is satisfied by the carrier-to-noise power-density
ratio of the overall-link for the FM deviation used as indicated by (26).
Linear and nonlinear distortions of "the output waveform are introduced by
variations in the amplitude and group-delay responses of the transmitter,
satellite and receiver. To maintain distortions within acceptable limits,
specifications have been established which set 1imits on the group delay and
amplitude responses of the receiver and the transmitter. These specifica-
tions are defined by a mask within which the responses must fall. An example
of such a mask is shown in Figure 15.

With reference to the distortion limits for our example, after the complete
link has been installed, the uplink amplitude and group-delay responses are
adjusted to fall within limits set by masks such as those of Figure 13. If
the receiver has been compensated separately such that its response falls
within the same mask, the total variation in group-delay response will be
approximately twice that defined by the mask.
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Figure 15. INTELSAT 36-MHz Group-Delay and Amplitude-Response Masks
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In addition to the RF tests described above, real-time baseband measurements
are made as in testing any standard video link to determine total input-to-
output link distortion.

Threshold

In satellite FM/video systems, as indicated in our example, a high deviation
(10.75 MHz) and, hence, a wide occupied bandwidth (approximately 36 MHz) are
usually used to gain an increase in video signal-to-noise ratio (S/N) over
the IF carrier-to-noise power-density ratio C/Ng.
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Figure 16. lllustration of FM/Video Receiver Threshold

In the example, we discussed noise in relation to the value of C/Ny which
was required to produce a desired value of S/N. This enhancement in S/N
occurs only if C/N is above a certain threshold level. The effect of thresh-
old is shown by Figure 16, which is a graph of S/N as a function of C/N of a
typical video receiver.
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When the C/N ratio at the discriminator is above the threshold level, there
is a one-to-one ratio between video signal-to-noise power and IF carrier-to-
noise power. As the IF C/N ratio passes through threshold, random noise
peaks begin to cause the instantaneous envelope of the carrier-plus-noise
voltage to pass through zero. When this occurs sudden phase excursions of
the IF signal occur, which the discriminator interprets as being caused by
large instantaneous frequency changes. This results in impulse noise spikes
in the baseband signal, causing white-to-black and black-to-white streaks on
the video display. The rate of occurrence increases as C/N decreases. As
C/N decreases still further, loss of sync occurs, and the picture is lost.
Satellite communications systems of other types, such as digital links, may
or may not exhibit pronounced thresholds, depending on the demodulation
process.

Satellites

The hypothetical satellite in our example was assumed to contain a single
transponder for simplicity. As already stated, operational 6/4-GHz satel-
lites in use over the U.S. have either 12 or 24 transponders.® They of
course contain block converters, diplexers, and other circuits not shown in
the simple satellite of Figure 8.

Figure 17 1is a picture of an RCA SATCOM satellite, as an example, and
Figure 18 is a transmit and receive frequency plan of its 24 transponders,
The COMSTAR satellite also has 24 transponders, while the older generation
WESTAR and ANIK satellites have 12 transponders. The 24 transponders in the
newer satellites are made possible by the technique of frequency reuse, which
is discussed in the next section.
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If left alone, a synchronous satellite would finally drift out of position.
To overcome this, it is continuously monitored by a telemetry tracking and
control (TT&C) station. Small jets of a propellant such as hydrazine are
used to keep it within a "station-keeping box," and sufficient propellant is
carried on board the satellite for its predicted life, usually 7 to 10 years.
Station-keeping boxes for 6/4-GHZ satellites serving the USA are #0.1 degree
on each side. This amount of drift is small enough that antennas which are
less than about 10- or ll-meters in diameter can usually be left stationary.
Larger antennas may contain a sensing mechanism to keep the antenna beam
peaked on the satellite.

The solar panels, which power the satellites by converting sunlight directly
to electricity, have to face the sun to be effective. The attitude of the
satellite also has to be stabilized to keep its antennas pointing in the
desired direction or directions.

Some satellites are designed so that the solar panels are continuously
pointed toward the sun with their antennas independently pointing toward the
earth, as in the case of SATCOM and INTELSAT V. Many satellites, including
INTELSAT's I through IVA, WESTAR, ANIK, and COMSTAR are cylindrical in shape,
and the solar cells are mounted around the periphery. The bodies of these
satellites spin about their axes for stabilization, with the antennas always

pointing to the earth. In this way, about one-third of the cells effectively
face the sun at a given time. Batteries are used in almost all satellites to
take care of solar panel outages during eclipses of the satellite by the

earth.
Frequency Reuse
Consideration of the SATCOM frequency plan of Figure 18 shows that the odd-

channel sidebands overlap those of the even channels. This overlap occurs
because the newer satellites are designed to transmit and receive signals
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simultaneously on two orthogonal polarizations, increasing from 12 to 24 the
number of transponders in the available 500-MHz band.

The polarizations of all of the U.S. and Canadian domestic satellites are
linear. Linear polarizations which are at right angles to each other are
electrically orthogonal. If the polarization of the receiving antenna is
orthogonal to that of the incident wave, the polarization efficiency p in (6)
is zero, and no power is received from the wave. The orthogonal polarization
can then be used to receive independent information.

Frequency reuse is made practical by staggering the carriers of the odd and
even channels so that only sideband energy overlaps. The carriers are stag-
gered because it would be difficult to design systems which reject the
unwanted signal by polarization discrimination alone. Staggering the car-
riers reduces the required system polarization discrimination to about 25 dB,
a value which is easily achievable except when exceptionally hard rains cause
additional depolarization. Even under conditions of severe depolarization,
which occur only occasionally, the interference to the orthogonal channel is
usually not extremely severe because of the protection afforded by the
staggered-carrier frequency plan.

Carson’s Rule

Virtually all satellite communications systems use some form of angle modu-
lation (such as, for example, frequency modulation). To generate angle
modulation, the phase or the frequency, which is proportional to the time
derivative of the phase, is varied linearly with the modulating signal.

The occupied bandwidth for frequency modulation is determined by both the
frequency deviation of the carrier and by the frequencies contained in the

modulating signal. Specifically, the FM bandwidth (that occupied by side-
bands of significant level) is given by Carson's rule:”?

Be = 2(fy + af) (36)
where:
B¢ is the Carson's-rule bandwidth,
fm is the highest modulation frequency of interest, and
Af is the peak deviation of the carrier;
As already indicated, in domestic-satellite FM/video systems a high devia-

tion, hence, a wide occupied bandwidth is used to gain a significant increase

in video signal-to-noise ratio over the IF carrier-to-noise density ratio
C/Ng.
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Modulation Formats and Access Techniques

The modulation techniques employed for various satellite communications
applications depend on the particular requirements of the application. Video
and voice signals are commonly transmitted by analog systems such as we have

described, while computer data, for example, are transmitted by digital
systems.

Analog-to-digital converters are often used to transmit analog signals by
digital systems. The digital signals are then reconverted to analog form at
the receiving end of the system by digital-to-analog converters. Such
systems are coming into increasing use as the costs of digital circuits
decrease. In digital systems, modulation formats are usually used which give

a low-bit error rate for a given ratio Ep/Ny, where Ep 1is the energy
per bit.

Existing satellites and associated earth terminal equipment are designed with
modulation formats for a wide range of data rates from television signals or
high-data-rate streams of digital data to low data rates such as are repre-
sented by individual audio channels.

Where many narrowband channels such as voice-grade circuits are required, the
narrowband channels are frequency-division-multiplexed (FDM), and these sig-

nals are used to frequency-modulate a carrier. This modulation method is
called FDM/FM.

For full-transponder video or multiple-channel voice-grade circuits, each
transponder is accessed by a single earth station at a given time. For
lower-capacity voice, data and half-transponder video applications, a trans-
ponder will be shared by a number of earth stations, each of which may use
a number of carrier frequencies. This technique is called frequency-division
multiple access (FDMA).

In one of the important applications of FDMA, a single voice-grade channel is
transmitted on each carrier. This approach, designated single-channel-per-
carrier (SCPC), uses carriers spaced at 60 kHz or less.

Although SCPC requires a high degree of frequency stability of the individual
carriers, it permits installation of stations which need only a limited num-
ber of voice-grade channels and permits the easy addition of more channels as
required.

SCPC with Demand Assignment Multiple Access (DAMA) 1is a technique in which
each earth station uses a channel only as required. When the earth station
is not using a channel, it is available for use by other earth stations.
DAMA greatly increases the average number of voice channels that can be car-
ried by one transponder. It is already in operation in the INTELSAT SPADE
system and on the INMARSAT/MARISAT system, and it is beginning to find
increasing application in domestic and foreign thin-route systems.

Biphase and quadriphase digital modulation (PSK and QPSK) formats are becom-

ing increasingly important as advances in digital technology continue, and as
the costs of digital circuitry decrease.
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Systems with time-division-multiplex multiple access (TDMA) and SSTDMA (TDMA
with satellite switching) are also in use or under development. Satellite
Business Systems (SBS), a partnership among wholly-owned subsidiaries of
COMSAT General Corporation, IBM, and Aetna Life & Casualty Company, has
implemented an extensive TDMA multipoint communications system wusing a
single, time-shared carrier per transponder with transmission using QPSK in a
burst mode. The system operates at 12 and 14 GHz, and the earth stations can
be located directly on customers' premises.

SSTOMA uses high-gain spot beams in a switching matrix to provide intercon-
nectivity of multiple antenna beams. The high gain provided by the spot
beams helps to reduce the required satellite EIRP or to overcome problems
caused by rain attenuation where the systems are designed for 12 and 14 GHz.

These and various other techniques are used to take advantage of available
spectrum and to provide system flexibility to accommodate the various
categories of users and applications.

Effect of Frequency on Satellite Communications Systems

Because of the virtually unlimited applications for satellite communications
and the limited information capacity of the 6/4-GHz band, the higher fre-
quency satellite bands, especially the 14/12-GHz band, will come into greater
use in the future. 1[It is therefore interesting and important to consider the
effect of increasing frequency on the design and performance of satellite
communications systems.

The major plus-factors resulting from going to higher frequencies are (1) the
availability of more spectrum, (2) the fact that less interference exists
from terrestrial microwave systems, and (3) the production of higher gain by
antennas of a given aperture size.

Negative factors are (1) the increase in atmospheric attenuation with fre-
quency (especially that due to rain), (2) the decrease in sensitivity
(increase in noise temperature) of receivers, (3) the narrower beamwidths
produced by antennas of given aperture size, and (4) the smaller surface
tolerances required to prevent degradation of antenna performance at the
shorter wavelengths.

Consider the effect of frequency on a receiving earth station antenna. It is
well known that the gain of an antenna of a given diameter increases as the
square of the frequency. This increase in gain can lead one to think that an
antenna of a given size receives more power for a given satellite EIRP as the
frequency increases. This is, of course, not true because the received power
is given by (8), which is independent of frequency if the effective area of
the antenna is constant. The realizable effective area is, in fact, essen-
tially independent of frequency for reflector-type antennas of a fixed size.
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The result is that, as the frequency increases, the major effects are
(1) narrowing of the beam, (2) increase in losses and (3) increase in the
required surface accuracy of the reflector. For a given satellite EIRP, the
increase in frequency increases the earth station receiving antenna cost in
at least three ways:

e by the tighter surface tolerance, which requires a more accurate and
stiffer reflector,

o by the increased difficulty of pointing the antenna toward the
satellite, which requires a costlier antenna mounting structure, and

o by the fact that the increase in atmospheric attenuation and the
inherent increase in LNA noise temperature force a larger antenna
diameter, which acts to reinforce the difficulties associated with
the first two factors.

The net result is that if earth station costs are to be kept low, the EIRP of
the satellite must be greater at the higher frequency band so that smaller
earth station antennas can be used. This increases the cost of the satellite
because the increase in EIRP must come from either higher-power transponders
or from footprints covering smaller areas.

The smaller footprints do not represent a disadvantage where a small area is
to be covered, such as Japan, or a country in Europe. On the other hand,
where a large area is to be covered such as the United States, the smaller
footprints require multiple beams, each with some number of transponders
determined by the level of service to be provided. The net effect is an
increase in satellite solar-panel power requirements. Typical system designs
for Jow-cost receiving systems are based on four or five beams covering CONUS
(continental USA).

In spite of the problems indicated above, a move to higher frequencies for
new sateilites is inevitable for the United States because of orbital crowd-
ing and use of the 6/4 GHz band by terrestrial and satellite systems. Sys-
tems are already being implemented for the 14/12-GHz band. In fact, once

sufficient cost is transferred to the satellite so that small antennas can be
used and sufficient system information capacity is provided, many new appli-
cations such as direct broadcast satellite (DBS) open up, for example. It is
evident, however, that satellite systems at 6/4 GHz are here to stay because
of their inherently low cost and because of the existing frequency spectrum.

Summary and Conclusions

This paper has introduced satellite communications by describing a hypotheti-
cal FM/video link and discussing certain of the more important topics. As
indicated, the field of satellite communications is complex and multifaceted,
and the surface has only been skimmed. Details of various theoretical and
practical aspects, such as antenna and equipment design and fabrication,
installation of earth stations, provision for redundancy and verification of
performance are contained in other papers.
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Appendix A
Decibels and Decibel Designations

The decibel, abbreviated dB, is a iogarithmic unit used to measure the ratio
between power levels. By definition,

N(dB) = 10 log P ,/P,, (1-A)

where N is the number of decibels and Pl/P2 is a power ratio.
When P,/ is greater than unity, N is positive; when P./ is less than
unity, N is negative. The fraction is often inverted when %he power ratio is
less than unity, and the ratio is expressed as a decibel loss.
Decibels are advantageous primarily because they transform multiplication and
division into addition and subtraction. If n, and n, are power ratios whose
values in dB are N, and N,, the product nn, is represented by (N; + N,) dB.
To permit use of decibels in specifying power levels, P, of equation (1-A) is
set equal to a spec1f1c value of power. The resu1t1ng power levels are
usually expressed in dBW or dBm, where P, is set equal to one watt or milli-
watt, respectively.
In satellite communications and in other applications, it is often convenient
to convert numbers which are not dimensionless power ratios to decibel form.
The resulting numbers are not true decibels, and it is customary to indicate
this by their decibel designations.
The process of determining the designation is to include the residual dimen-
sion which is not a power ratio in the designation suffix. Some examples
used in satellite communications are:

T (Kelvins) + dB-K

Frequency (Hz) » dB-Hz

C/Ng [carrier power (watts)/noise power (watts/Hz)] » dB-Hz

Noise power density (watts/Hertz) =+ dBW/Hz

Flux density (watts/meter?2) + dBW/m?2

. Watts » dBW, Milliwatts + dBm
Gain » dBi (decibels relative to the gain of an isotropic radiator)

A dash and a slash are commonly used to indicate whether the dimension
represented by a designation is in the numerator or the demoninator.
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It is a common practice to not use a dash in dBW, dBm and dBi. The suffix i
on dBi is often omitted because the isotropic reference is accepted as
standard in satellite communications. It must be retained, however, if its
omission introduces an ambiguity. For example, it is essential to know
whether the isotropic gain of a sidelobe or the sidelobe suppression below
the peak of the antenna beam is meant.

Where factors are employed which are raised to powers, the decibel value can
be multiplied by the power and the power reduced to unity. Note the defini-
tion of space loss Lg given with (13) and compare with (8). See also
decibels in the Glossary, Section 5C-1.

Example of Decibel Designations

Equation (12) is rewritten below as (2-A) with the residual dimensions of
?ach)factor indicated by (3-A) and the corresponding decibel designations by
4-A):

1

~—llv—-

[Hz] <+ [none] [1/K] (W] LEEW&] [none] [none] (3-A)

(dB-Hz) «» (dBi) (dB/K) (dBW) (dB-i‘—ZWﬁ) (dB)  (dB) (4-A)

The dimensions on both sides of {3-A) are the same, since dimensions in terms
2 and 3 of the right side cancel with the K and W in term 4. The correspond-
ing designations of the decibel equations also cancel in the same manner.
The terms whose designations are dB or dBi represent dimensionless factors.

The reader is warned that the procedures involving decibel designations out-
lined herein are not universally adhered to. Some writers of articles on
satellite communications choose to ignore decibel designations completely.
We believe, however, that the procedures indicated are in keeping with
general practice in the field.
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Noise Temperature and G/T
of Satellite Receiving Systems

J. Searcy Hollis
Introduction

Noise is the combination of unwanted disturbances that tend to obscure the
information content of a signal.

The 1imiting sensitivity of a receiving system is determined by the ratio of
received signal power to noise power which just satisfies an established
criterion. The criterion may be that the signal is barely detectable or that
it exceeds some specified signal-to-noise ratio. The latter is the case in
most practical communications systems. ‘

Although certain types of noise, for example ignition noise and radar sig-
nals, are periodic in nature, noise which is of routine importance to satel-
1ite communications systems can usually be assumed random with continuous
spectra, It will be seen that noise temperature is a convenient measure of
noise power with continuous spectra.

Sources of Noise

The major sources of noise in the indicated context can be separated into
external noise and internal, or circuit, noise. These sources of noise are
illustrated in Figure 1.

Atmospheric Loss
and Radiation

‘-\_\-_\> Antenna
Cosmic

Radiation » TA
and \—\N
Other

Extra

Terrestrial

N

Ground Radiation

Figure 1. Sketch Showing Elements Which Contribute to the Noise
Temperature of a Communications Receiving System




Internal noise can be broken into thermal noise and other forms of circuit
noise, such as shot noise in vacuum tubes, current noise in semiconductors
and movements of domain boundaries in ferromagnetic devices. Thermal noise
is random electrical noise caused by the motion of free electrons in conduc-
tors. Thermal noise power is proportional to absolute temperature, which is
a measure of the thermodynamic energy of the conductor.

External noise is largely due to extra-terrestrial sources and thermal radia-
tion from the atmosphere and the earth. Cosmic noise is a Tow level of
extra-terrestrial radiation that appears to come from all directions. It is
considered to be residual radiation due to the events that occurred during
the origin of the universe.

The sun is an extremely strong source of noise, which can interrupt satellite
communications when it passes behind the satellite being used and thus lies
in the main lobe of an earth station's receiving antenna pattern. The moon
is a much weaker source, which is relatively innocuous to satellite communi-
cations. Its radiation is due to its own temperature and to reflected radia-
tion from the sun.

The atmosphere affects external noise in two ways. It attenuates noise pass-
ing through it, and it generates thermal noise because of the energy of its
constituents. Ground radiation, which includes radiation from objects of all
kinds, is also thermal in nature.

Radio Stars. Mapping the sky with radio telescopes has disclosed "radio
stars” 1in addition to the background cosmic noise. These are discrete
sources of noise which emit energy in the radio and microwave regions of the
spectrum, Figure 2 is a graph which shows the flux density of several radio
stars, and Table 1 gives technical information about each,

Table 1. Radio Source Data

Position Size Visibility

Radio Star Type* RN Dec® RA' x DEC' NL® to SL°
Cas A SR 23.4  58.6 4 x 4 90 11
Tau A SR 5.5 22.0 3.3 x4 90 48
Orion A EN 5.5 -5.4 3.5 x 3.5 65 75
Cyg A RG 20.0 40.6 1.6 x1 90 29
Virgo A RG 12.5 12.7 1x1.,8 73 57
DR 21 EN 20.6 42.2 < 0.3 90 28
*SR = Supernova Remnant

EN = Emission Nebula

RG = Radio Galaxy

NBSIR 74-382
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The flux density incident from these stars is not high enough to represent a
problem in satellite communications, but certain stars, especially Cas A,
which is in the constellation Cassiopeia, are strong enough for use as mea-
surement sources for the larger satellite communications antennas.

Cas A has been extensively mapped, and a contour map, showing its brightness,
is shown in Figure 3. Figure 3, Figure 1 and Table 1 are from National
Bureau of Standards Report NBSIR 74-382 A Study of the Measurement of G/T

Using Cassopeia A by D. F. Wait, et.al.
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Noise Fundamentals

Noise Power and Noise Power Spectral Density. . Boltzmann's constant k relates
temperature to the thermal energy of motion of matter. Its value is approxi-
mately 1.3805 x 10723 Joules/K. The random acceleration of electrons in any
type of matter produces electrical noise power, which is proportional to
temperature in Kelvins.*

This power is uniformly distributed in freguency from zero through the micro-
wave region of the spectrum. It has a noise power spectral density** defined

by

= dPy/df . (Watts/Hertz) (1)

The Fourier components which describe the motion of electrons in matter begin
to roll off in amplitude toward the millimeter-wave region of the spectrum.
Quantum noise, caused by random changes of energy states of electrons,
increases with frequency and begins to dominate above this frequency region.

The available noise power density N, is that noise-power density delivered
from a noise source to a conjugate load. It is given by

Ng = kT . (Watts/Hertz) (2)

We will tend to omit the modifier "available" in this paper and define noise
power density to be synonymous with available noise power density on the
assumption that we are considering only conjugately-matched devices.

Noise Temperature. The noise temperature Ty is a measure of the noise
power produced by a communications system, subsystem, component, or noise
source which 1is designated by the subscript x; it is a]ways an "effective"
temperature rather than a physical temperature, since it is a measure of a11
of the noise, both thermal and non-thermal.

Ty is the ratio of the available noise-power density to Boltzmann's
constant:

N
T, == (K) (3)
X
k
It is a convenient measure because it falls in the range of a few degrees to
a few thousand degrees in satellite communications circuits.

* See Glossary. "Kelvins" is abbreviated to "K."

**The designation "spectra] density" 1is in contrast to "flux density." The
latter refers to noise power per sqguare meter, which may be incident on an
antenna, for example. Noise flux density has the units of watts/meter2 or
watts/Hz/meter2, In the discussions that follow, we will omit the modifiers
"flux" and/or "spectral" except where the omission leads to ambiguity.



Noise Sources. A noise source is a device which generates a continuous
spectrum of electromagnetic energy. A standard noise source is a noise
source whose output noise-power density or noise temperature has been cali-
brated to a specified accuracy.

Most standard noise sources used in noise measurements of satellite earth
station receiving systems fall into one of the following categories:

a. Passive loads in waveguide or coaxial cable cooled to the boiling
point of a specific liquified gas, such as Helium, Nitrogen or
Freon,

b. Passive loads heated to an accurately controlled temperature above
the ambient.

c. Noise sources obtained by electrical discharge in rarefied gases,
such as argon, neon or xenon.

d. Solid-state noise sources,

e, Receiving antennas. An antenna is a noise source which derives its
noise power largely from the noise flux which is incident upon it.

Antenna Noise Temperature. An antenna was defined in (e) above as a noise
source. A typical antenna used in satellite communications can be considered
a noise source combined with a nearly Tlossless, linear two-port* as shown in
Figure 4, where the two-port represents the ohmic losses of the antenna. In
the following development, we will consider these losses to be zero. The
effects of losses will be taken into account by the techniques described
under the section entitled System Noise Temperature.

INCIDENT TWO-PORT
NOISE ———= REPRESENTING —— T,
FLUX ANTENNA LOSSES

ANTENNA

Figure 4. Antenna, Showing Incident Noise Flux

*See Glossary (Section. 5C-1) and paragraph on power gain in this paper.



It can be shownl that if a lossless antenna is enclosed in a perfectly
absorbing box whose temperature is T, the antenna appears at its terminals to
be a noise source of temperature Tp = T. It "sees" a temperature of T from
all directions.

If the box is removed, the antenna will see different values of incident
noise flux, represented by different noise temperatures, as a function of
direction about the antenna. The value of Tp is the antenna noise temper-
ature of the antenna in a particular environment.

The contribution of the incident noise flux to Tp is weighted by the radia-
tion pattern of the antenna. The total antenna noise temperature can be
approximated by the eauation:

'4' de, /' de,

Ta = 1 Gl[TCGT + (1-GT)TT] ; + 92 GZ[pTC + (l-p)TG] -4;— + TS (4)

where

Ta = antenna temperature,

G, = the gain of the antenna as a function of the directions from
which the antenna is receiving direct radiation from the sky.

G, = the gain of the antenna as a function of the directions from
which the antenna is receiving direct radiation from the earth,

Q, = the region of solid angle of the antenna pattern that is above
ground level (steradians),

Q, = the region of solid angle of the antenna pattern that is toward
the earth (steradians),

TC = the background noise temperature of the sky,

T, = the eauivalent atmospheric noise temperature,

TG = noise temperature of the ground (approximately 290K),



Te = noise temperature of the sun*

G, = the atmospheric transmission factor (<1) through the
troposphere and Tlower atmosphere including the effects of
moisture, and

0 = the power reflection coefficient of the earth (<1).

Figure 5 is a simg]e i1lustration showing a power pattern superimFosed on an
antenna, which illustrates the concept of antenna temperature. n Figure 5
the antenna beamwidth is shown much wider than that of a typical satellite
antenna. In practice the beamwidth will almost always bhe less than about two
degrees and will often be less than 0.5 degree.

COLD SKY
ATMOSPHERE

ANTENNA POWER
PATTERN

d.Qz

SCATTER PATTERN OF
REFLECTED ENERGY

Y =T IS U
= 2 =i 2Py & = anth

ANTENNA

- cmm a.

\

Figure 5. Simple lllustration Showing Basis for Equation Approximating
Antenna Noise Temperature

*Te is the value of an integral Q, over the sun's disk. It is approxi-
ma%e]y given by

Ts =K GTqs Gy 4.75 x 1076 (for a quiet sun)
where

the factor 4.75 x 10-% is the fraction of the celestial sphere sub-
tended by the sun's disk,

G the average antenna gain over the sun's disk,

equivalent noise temperature of the quiet sun
(105K < Tgs > 106K)

C is a correction factor which applies when the beam pattern of the
antenna weights the flux from the sun. Its maximum value is
unity. When the main beam is directed toward the sun, its value
is Tess than unitgtif the beamwidth approaches or becomes smaller

than the angle subtended by the sun.

TQS



The antenna temperature is usually minimum at zenith, typically 15 to 20
degrees for a low-loss antenna with low wide-angle sidelobes. As the eleva-
tion angle decreases, the antenna temperature increases because more of the
high-level sidelobes look at the earth, which has a temperature of about
290K, For smooth earth or water p tends to be small, especially at small
grazing angles, decreasing the contribution of the second term of the inte-
gral over Q,. A typical curve of the variation of noise temperature with
elevation anﬁ]e is illustrated in Figure 6.

L\

\

20 \

ANTENNA NOISE TEMPERATURE (K)

10

e = COMPUTED DATA
L) L)
o 10 20 30 4 50 60 70 80 80

ELEVATION ANGLE (DEGREES)

Figure 6. Typical Variation of the Noise Temperature of a Satellite
Antenna as a Function of Elevation Angle

Available Gain. The available (power) gain G (available transmission factor)
between an input port and output port of a linear transducer {two-port) is
the ratio of the available signal power at the output port to the available
signal power at the input port, as shown in Figure 7. It implies conjugate
matches at the input and output of the two-port. For signal-to-noise ratios
great?r than unity, the gain for the noise will be equal to that for the
signal.

MATCHED 4 TWO 1 MATCHED
SOURCE ! PORT ' LOAD
Pi G = Po. Po
P

Figure 7. lllustration of Available Gain, G




The two-port can be an active device, such as an amplifier, or a passive
device, such as an attenuator or waveguide. The gain of a passive device is
always less than unity. Often gains less than unity are inverted and desig-
nated "losses." In the following sections we will not invert gains which are
Tess than unity. This simplifies equations involving gains of cascades of
transducers,

Gain can be expressed in dB or as a gain factor. For example, a matched
amplifier with a gain of 20 dB has a gain G = 100; a section of cable with a
3-dB insertion loss has a gain G = 0.5. It is customary to omit the word
"factor" when it is understood whether the gain is a factor or a number in
decibels.

Gain is a point function of frequency. It involves power ratios in the case
of a single-frequency signal; it involves power density ratios in the case of
a continuous spectrum, such as noise.

Effective Input Noise Temperature of a Two-Port. The effective input noise
temperature of a two-port is a fictitious temperature which, when added to
the noise temperature of a matched source connected to a matched noise-free
two-port with the same gain as the actual two-port, will produce the same
output noise-power density as the actual two-port, as illustrated in
Figure 8.

The effective output temperature of a two-port is the effective input temper-
ature multiplied by its gain G.

T } 6 Hn (=) ]| T } ¢ N

NOISY - NOISELESS
TWO-PORT TWO-PORT

Figure 8. lllustration of Effective Input Noise Temperature

The Effective Input Noise Temperature of a Passive Two-Port. It can be shown
that the effective Tnput noise temperature of a passive two-port at a uniform
physical temperature Tp is given by

e = (=S - (K) (5)

G

where G is less than unity for practical devices. For the theoretical case
of a passive, lossless two-port, G =1 and Tg = 0.

When G is zero, (5) becomes indeterminate. This 1is logical because the
effective input noise temperature of a device with zero gain (infinite loss)
is meaningless. In this case (5) is multiplied by G, and the effective out-
put noise temperature is seen to the physical temperature T. The two-port is
then simplyv a noise source of temperature T.
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Noise Figure. The noise figure of a two-port can be defined as the ratio of
the output noise power of the two-port with a 290K noise source connected to
its input to the output noise power of a noiseless two-port with the same
input noise source. From Figure 8 the noise figure is seen to be given by

G(290 + T.) T
_____..E—=1+__E (6)
G(290) 290
The two-port can be active or passive, with a gain greater than or less than

unity, Note that if the two-port adds no noise, the noise figure is unity.
A two-port with a Tg of 290K has a noise figure of 2 (3 dB).

NF =

Noise figure is sometimes called noise factor. Some people prefer to use
noise factor for the numerical ratio of (b6) and noise figure for the then
defined noise factor converted to decibels. The IEEE2 has decided that the
two terms are synonymous and can imply either the numerical ratio or the
ratio in decibels.

Solution of (6) for Tg gives
Te = (NF-1) 290 (K) (7)

The numerical noise figure ranges from unity to infinity as the effective
temperature ranges from zero to infinity. The noise figure in decibels
ranges from zero to infinity.

The effective temperature expressed in decibels is not a true ratio; it has
the dimensions of dB/K. See Appendix A of paper 1-2. It ranges from -« to
», although an effective temperature of less than 1K (negative dB/K) is
rare.

Noise Bandwidth, The noise bandwidth B of a receiving system is defined to
be the bandwidth B of a rectangularly-shaped, noise-free filter with an
available power gain Gy whose noise-power output is the same as that of the
actual filter (see Figure 9). This is on the assumption that the noise-power
density is constant with freguency. Thus

B = %;O _é“ G(F)df (Hertz) (8)

11
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Figure 9. lllustration of Noise Bandwidth for Flat Noise

The noise power output of the filter is given by

Pyo = KTiB6, = kT; [= G(f)df  (watts) (9)
where T is the available noise temperature at the input of the filter.

The noise bandwidth B is not a constant parameter of a receiving system. Its
value depends on the choice of fgy, which in turn defines G, in Figure 9.

The definition of noise bandwidth assumes that the filter contributes no
noise of its own. In practice every circuit contributes some noise. The
definition of noise bandwidth assumes that sufficient preamplification exists
to cause the filter noise contribution to be negligible. (See the next sec-
tion, which discusses the noise of amplifier cascades.)

System Noise Temperature

A satellite-communications receiving system consists of active and passive
devices which, for the purpose of system noise temperature calculations, can
be considered a cascade of linear two-ports. All these devices generate
noise which combine to form the effective noise temperature of the cascade.

Consider Figure 10, It shows a cascade of two-ports fed by a source,
T;g0» which is the antenna in operational situations. FEvery two-port in
t he cascade is characterized by a gain and an effective input noise
temperature.

T C T2 C Tj TN

Tio G1 G2 -~ o= -4 Gj — GN

Figure 10./System Block Diagram Showing Cascaae of Two-Ports fed by a
Noise Source of Temperature Tjg
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For the cascade of two ports of Figure 10, the total noise power at the out-
put is given by:

Pg = KB[(Tjg * T,) GG, see Gy + TG, ==+ Gy + +oo TG]  (10)

where

k and B have been defined and

T;p is the source temperature.
The total noise power referred to the input of the cascade (reference
plane 1) can be obtained by dividing eauation (10) by the total system gain,
i.e.:

Py = kB[TiO +T, 0+ T2/G1 + T4/6,6,) + eoe # Ty/G G, eoe GN-1] (11)

The factor within the brackets of (11) is the operating noise temperature or
system noise temperature TS1 of the cascade* referred to plane Il:

Tsy = Tio * Ty # Tp/8) + T/G By + ve + TY/61Gy =ov Gyp  (12)

The effective input noise temperature Tg, of the cascade of Figure 10 is
defined by the system temperature at reference plane 1 with the source
temperature equal to zero:

Teg = Ty + Tof6) + T3/616, + oo + T/6,6, o Gy g (13)

It is often convenient to define a source temperature, an effective inpgt
noise temperature and a system temperature with reference to the k h
reference plane, as shown in Figure 11, instead of the first. For example,
the kth device may be the low-noise amplifier (LNA). With respect to
tgis port, the cascade of devices to the left is the source defined at the
kth plane. The cascade to the right can be thought of as a sink.

) k
Source ret Sink ——————f
- A
Tio G1 G2 | ] Gk-1 Gk Gk+1 [ A

m T2 Tk-1 i Tk - Tk

5 Sink >

Gi -~ Gn

A e Tj Tn

Figure 11. System Block Diagram Showing Definition of Noise
Temperature at Reference Plane k

*We prefer writing Ty, instead of Tg, but will stick to convention and
use Tg. The subscript "op" prevents confusion with “source", which can
occur when Tg 1s used. The subscript "i" s used 1in this paper for
"source" for the same reason.
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The source reference plane is transferred from a given plane toward the out-
put of the cascade by (1) multiplying the source temperature defined at the
first plane by the gains of the intervening stages and (2) adding the temp-
eratures of each new source multiplied by the gain of the stages intervening
between it and the new reference plane.

The source temperature defined at the kth plane is then given by:
T.ik = (T' + T ) G G soo Gk_l + T GZ A Gk_l + Tk_]_Gk_l (13A)

The effective input noise temperature Tg, of the cascade representing the
sink is given by:

Tek = T ¥ Tird/S *ooor + TR/GiGiay »oe Gy (138)

As shown in Figure 12, the total system noise temperature Tgy with refer-
ence to the kth plane is given by:

Tsk = Tik * Tex - (14)
Tsk=Tik*TEk
Tik 1 Tek }—y
Source l Sink
Figure 12. Cascade of Two-Ports Fed by Noise Source

Application To Satellite Receiving Systems
System Temperature, In a satellite receiving system, the antenna can be
regarded as a source.
The system temperature is given by:
Tg = Tp + Tg (15)
If there are waveguide and/or other devices between the antenna and the LNA,

as shown in Figure 13, they const1tute part of the source with respect to the
reference plane k.

14



Source Sink
Waveguide
Antenna ] | (é::::;al Receiver
TA Gw Tw A GLNA TLNA Gex  Tex GR TR

Reference Plane k

Figure 13. Block Diagram Representing Source and Sink Regions of an
Antenna System.
Source and Sink are with Respect to Reference Plane k.

At reference plane k, the sink region consists of the LNA and all the devices
which follow the LNA. With the exception of the antenna, all the devices are
represented by their effective input noise temperatures. The antenna
temperature can be defined at any reference plane. For example, it can be
defined as a source temperature Tp” at the antenna side of the waveguide run
of Fiqure 13 or as a source of temperature Tp”at the LNA input.

If it is defined at the antenna terminals by Tp{ the antenna temperature Tp
defined at the LNA input is given by

where Ty and Gy are Tg and G of (5). The effective noise temperature
of the sink referred to reference plane k is given by:

Te = Tina + Tex/Guna + Tr/6pNaGex (17)

The.system noise temperature at the input to the LNA is given by the sum of
(16) and (17). In the above, both Gy and Ggy are less than unity and
GLNA s greater than unity.

The Figure of Merit, G/T. The symbol G/T (dB/K) is called the figure of
merit of a satellite communications system. It is defined by

G/T (dB/K) = G (dBi) - Ts (dB=K) (18)

where G (dBi) is the gain of the receiving antenna defined at a given
reference plane and Tg (dB-K) is the system temperature at the same
reference plane. The reason for its definition as the figure of merit is
given in the discussion which accompanies equation (15) in the paper
"Principles of Satellite Communication."
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An example of a complete receiving system is shown in Figure 14 in which both
noise temperature and G/T calculations are illustrated. The following
observations can be outlined:

a. The value of Tg is different at every junction.
b. The value of G/T (where T = Tg) is the same at every junction.

c. The system noise temperature at the input to the LNA is influenced
largely by the noise temperature of the components which precede the
LNA and the LNA itself. The components which follow the LNA have a
negligible contribution on the system noise temperature at the LNA
input junction if the LNA gain is high.

G =50dB
NF=1.2dB
TA=25K L=0.1dB L=0.2dB Te = 92.294 K
A () (2) (3) e
‘ ‘ Waveguide : LNA A
GA =50 dB Ga = 49.9%+ GA =49.7
Ti =TA=25K T;=31.03 T; = 42.69
Te =120.62 K Te=111.27 Te = 93.21
T = 145.62 K Ts = 142.30 Tg = 135.00
Ts dB = 21.632 dB Ts = (dB) = 21.532 Ts (dB) =21.332
G/T = 28.368 (dB/K) G/T = 28.368 G/T = 28.368
G=40dB
L=10dB NF = 15 dB
(4) (5) (6)
I | I High Level
A seemremmed  COaX Receiver Output
Circuits
GA =99.7 Gp =897 Ga = 129.7
Ti=13.498 x 106 Ti=1.3501 x 106 Ti = 13.59 x 109 .
Te =91416.34 Te = 8881 Te = 290 (assumed)***
Ts = 13.589 x 106 Ts = 1.359 x 106 Ts = 13.59 x 109
'r, {dB) =71.331 T, (dB) = 61.332 Ts {dB) = 101.332
G/T = 28.368 G/T = 28.368 G/T = 28.368
*G/T = GA/Ts -
**Dimensions are same as at position (1)
***Ta for the output circuits is likely to be inconsequential in comparison with
T; at (6) and can usually be neglected.
Figure 14. Example of Noise-Temperature and G/T Calculations for
Cascade of Two-Ports.
Note that G/T is independent of position in cascade.
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The parameters which have a significant influence on G/T are the following:

a. Antenna Gain and Antenna Noise Temperature--See the discussion in
papers 1-2 and 2A-1.

b. Antenna Elevation Angle--The lower the elevation angle, the higher
the antenna noise temperature, and hence the lower the G/T for a
given antenna gain.

c. Feed and Waveguide Insertion Loss--The Tlower the loss of these
devices, the higher the G/T.

d. LNA--The lower the noise temperature of the LNA, the higher the G/T.
The LNA must have a sufficiently high gain to suppress the noise
contribution due to the components which follow the LNA. For
example, in Figure 14, if the LNA has a gain of only 40 dB, then, at
the input to the LNA, the value of Tg will increase to 144.1K.
This means that system G/T will be reduced by about 0.26 dB.
For a 30 dB LNA gain, the system G/T will drop an additional 1.96
dB.

Measurement of Noise Temperature

Measurement of Tg. The effective input noise temperature of any sink can
be made by use of calibrated hot and cold noise sources as in Figure 15. In
practice the sink is 1likely to consist of an LNA followed by a receiving
system. The measurements are usually made with a radiometer or a commercial
noise test set. If the device under test operates at microwave frequencies
(such as a 4-GHz antenna or LNA), the noise is converted to 70 MHz and is
bandlimited by a bandpass filter with a width of about 5 MHz.

Ty
NOISE
Te POWER
METER
SINK
Te
Figure 15. Setup for Measurement of the Effective Noise Temperature of
a Sink




When a sink is connected to two different noise sources, the ratio of the
noise power outputs is called the Y factor.

If the effective source temperatures of two calibrated noise sources are Ty
and T, and Tgp is the effective input noise temperature of the sink, the
resulting Y factor can be written

# T

T
Te* Te
From (19) Tg is seen to be given by
T, - YT
T = At (K) (20)
Y,-1

1

Measurement of Tp. Measurement of the antenna temperature Tp can be made
by the Y factor method, where the antenna replaces the cold load (see
Figure 16).

ANTENNA
NOISE
Te POWER
T METER
H

SINK

Figure 16. Setup for Measurement of Antenna Temperature

The Y factor, which we will call Y,, is given by

T, + T
Y2 = L—-—-E- . (21)
TA + TE

Ta is then given by

T, - Te(Y,-1)
T, = S—2 : (22)
Y
2

where Tp is known from (20).
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Measurement of System Noise Temperature., The system noise temperature, also
called the operating noise temperature, is given by (15); therefore, it is
the sum of Tg from (%55 and 1p ¥rom (22):

TS = T/-\ + TE (23)

If a hot and cold load are both switched with the antenna as in Figure 17,

T+ T

Yl = _C_.._.._E. (24)
TA + TE
and
T, + T
YZ = _H_-.....E. . (25)

Simultaneous solution of (24) and (25) gives

T, - T

s
Y,- ¥, . (26)

In this method it is not necessary to determine Tp directly.

ANTENNA

_ NOISE
- T POWER
T METER
H
Te

Figure 17. Setup for Measurement of System Temperature

Measurement of G/T

For some applications, the G/T of an antenna system is required to be veri-
fied experimentally. There are several methods which are available for-

experimental verification. Some of the commonly known methods are as
follows:
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a. Both the antenna gain and the system noise temperature are measured
separately and then algebraically combined to determine the system
G/T. The gain is determined using a known gain standard on a suit-
able antenna range, and the system noise temperature is measured
using known calibrated noise sources.

b. Using a radio star with a known flux density, the antenna G/T can be
measured directly,® or the gain and noise temperature can be
measured separately.

c. The sun, the moon and some of the planets within our solar system
can be used for direct G/T measurement.

d. A geosynchronous satellite whose EIRP 1is known can be used to measure
G/T directly.

The indirect method requires that the gain of the antenna be measured at the
same reference plane where Tg 1is measured. In this measurement, the
uncertainty in the value of gain of the standard gain horn can prove to be a
major limitation in the accuracy.

For satellite antennas used in the 4/6 GHz band which have diameters no
greater than 11 meters, method (a.) is Tikely to be the most practical of the
methods listed. Method (b.) can be used for antennas as small as 11 meters,
but it requires extreme care and is expensive to implement. Methods (c.)
have been described in the literature, but have a number of problems which
tend to make them impracticable. For example, the extended size of the sun
and moon and the variability of their radiated flux densities are specific
problems. Method (d.) can be used as a rough performance check in comparing
one receiving system against another, but it generally suffers in accuracy
because of lack of precise calibration of the EIRP of most satellites.

Pertinent details regarding the G/T measurement using radio stars are
explained in reference 10. For small antennas the use of a radio star for a
direct G/T measurement can lead to a considerable error. Kreutel, et. al.,8
have indicated that with fas A the antenna system should have a G/T in excess
of 35.4 dB/K in order to have a probable error of #0.2 dB. Recently, NBS?®
has measured an antenna system (Scientific-Atlanta 10-meter antenna) with a
20.24 dB/K G/T at 2.26 GHz. Using Cas A, it was shown that the estimated
error is 0.3 dB8. This type precision is in conflict with Kreutel's® pre-
dictions. However, NBS personnel are able to achieve a high measurement
accuracy by utilizing an automated measurement system developed around a
highly accurate power measurement bridge known as the NBS type II self-
balancing bridge.

The accuracy of the determination of Tg and 6/T depends on several factors.
In measurements using noise sources, uncertainties in the values of Ty and
Tc, uncertainties in the Y-factor due to source level errors, amplifier
nonlinearity, instability and jitter, and cascade mismatch errors are some of
the prime factors which affect the overall accuracy. The various error
sources are discussed in detail in several of the references, especially in
1, 3, 10, 11 and 12,
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Satellite Link Analysis

Introduction

This paper is intended as a general review of the principles which control
radio communications 1links, with specific applications to geostationary
satellite links as currently achieved in domestic U.S. systems. The inter-
pretation of the results of the link analysis in terms of end-to-end perform-
ance is discussed for television, message circuits, and digital applications.
With the concepts presented herein, the effects of various earth station
parameters can be examined for a variety of fixed satellite applications
spanning the requirements of the communications industry.

Because of the extended scope of this presentation, some portions of the
discussion are necessarily abbreviated. In these cases, references are pro-
vided to more extensive treatments of the individual topics. An attempt has
been made, as much as possible, to present a discussion which may be of
interest to an audience of diverse backgrounds and varied technical
expertise.

The discussion is naturally divided into two parts:

1. The analysis of the radio link, resulting in a determination of the
net carrier-to-noise ratio (C/N), and,

2. The interpretation of the link C/N for each of several services
(video, message, digital, etc.) in terms of end-to-end performance
characteristics.

This separation of the problem into two parts emphasizes the fact that,
regardless of the details of the application, the C/N analysis follows the
same basic pattern. Conversely, the interpretation of the impact of a par-
ticular C/N obtained for the Tlink is highly dependent on the application and
must therefore be discussed separately for each case.

The fundamental relationships used for a radio 1link calculation will be
reviewed to establish a starting point fo the discussion of satellite system
links. The parameters for a typical domestic satellite link will then be
introduced, and the effects of earth-station parameters on the radio 1link
will be discussed. These results will be extended to video, video subcar-
rier, message, and digital applications to provide examples of the analysis
techniques required for these services.

Radio Link Analysis Fundamentals

The purpose of a radio link analysis is to determine the transmission quality
that can be expected for signal carriers relayed from one point to another.
This 1is expressed as the ratio of the received radio carrier power to the
noise power density (C/Ng).



Consider a transmitting station illustrated in Figure 1 with transmit power
Pt and transmit gain gr. The effective isotropic radiated power (EIRP)
for the station (along the main beam of the antenna) is the product gtPy.
At a distance r from the transmitter, the radiated flux density, S, along the
beam axis is:

g-P

§ =T KaP = EIRP KaP in power/m?2 (1)
4yr2 4qr2

where

Kp = the atmospheric attenuation factor
P = the polarization efficiency

If an antenna with an effective area in square meters, Ag, is receiving
this flux density, the received carrier level at the antenna output is:

p A
- . "T97"e
C =5A, = KaP Y
€ Aqp2 A (2)

For the remainder of this analysis, we will assume Ka and P are unity.

The effective noise power density at this point is given by:

N = KTg (3)
where
K = Boltzmann's constant = 1.38 x 10~23 Joules/K or

228.6 dB in logarithmic form

Tg = System noise temperature (a measure of the noise
contributed by the receiving system per unit bandwidth)

The details of the determination of the system noise temperature from the
equipment characteristics are explained in a separate paper. At this point,

we will assume this parameter is a basic characteristic of the receiving
system,

Using these results, the carrier-to-noise density ratio C/Ny is:
) PTgTAe i (EIRP) (A)
© 4wrXT,  (47r2)(KT)

C/N



K Teys B

Tx _____-——z_____— ‘ chvr. - C/N

Figure 1. RF Link Diagram

The effective aperture of the receiving system Ag can be calculated from
antenna fundamentals and the gain at their frequency:

gp)?
Ae = T (5)

where:
gr = power gain of the receiving antenna on its boresight axis.
Substituting this relation into the expression for C/Ny, we get:

2
Pr919%
(4mr)2 KTS

C/N0 = (6)

If the various factors in the C/N expression are grouped as follows, then we
get the following for C/Ny:

2 g
e/ng = 2} (e R (7)

dnr Ts

2
The factor (ﬁ%?) is often inverted and defined as the spreading loss or
space loss factor’.

The spreading loss can also be expressed as:

4arf \2
L = Z (8)
where:
c, = the speed of light = 3 X 108 meter/second
f = the frequency in Hz



Link calculations are usually carried out in dB rather than directly from the
above relations because of ease of working in common logarithms. The C/N,
expression thus becomes:

(C/Ny) dB = 10 log (C/Ny)
(C/No) dB = EIRP - L + (G/T) + 228.6 (9)
where:

EIRP = 10 log (EIRP) in dBW

Ls =20 Tog | 47L
= 92.45 + 20 Tog r (Km) + 20 log f (GHz) (10)
(6/T) = 10 og (gp/T) (11)

Alternately, C/Ng can be.expressed in terms of the flux density, S,
then:
C/Ng =S + G/T - 20 log fgy, - 21.45 + 228.6 (13)

G/T

The importance of the term G/T in equation (9) cannot be overstated. Exami-
nation of the C/N expression shows that for a given available transmitting
system power and information format (and thus bandwidth), the only available
method of controlling the received signal quality that can be used by the
downlink operator is through the system G/T. Note that the G/T provides a dB
direct relationship with C/Ng. Thus, a receiver system with a 30-dB/K G/T
will have a 10-dB better C/Ng than a receive system with a 20-dB/K G/T. It
will be shown Tlater in the analysis of various modes of transmission that
this can be an extremely important consideration.

G/T is the figure-of-merit for a receive system. It is a function of the
gain of the antenna and first amplifier along with the antenna noise tempera-
ture, first amplifier noise temperature, and losses located ahead of the
first amplifier. Since the antenna gain is a function of aperture size which
is related to total cost of the installed antenna including manufacturing
cost of the parts, foundation, transportation, and erection, raising the G/T
by increasing the antenna gain will raise the total system cost. Higher G/Ts
achieved by lowering the system noise temperature are accomplished by using
lower noise LNAs or achieving a low antenna noise temperature. For a
detailed discussion of G/T and noise temperature, see the paper "Noise
Temperature and G/T of Satellite Receiving Systems" in this publication.

Figure 2 shows a block diagram of a typical receive system. Each device in
the RF path has an associated gain (or loss) and a noise temperature. The
G/T 1is the ratio of this system gain to system noise temperature in dB/K.
The G/T will be the same regardless of the reference point in the system used
for the calculation.
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Figure 2. Basic System Diagram for G/T Calculation

These contributions are combined to reflect the noise power weighted by the
gain distribution through the chain. The noise temperature of the system is
determined primarily by the antenna, the low-noise amplifier, and the cou-
pling waveguide or cable run between the LNA and the antenna. Loss between
the antenna and the LNA can result in significant degradation of G/T and,
consequently, in signal gquality for a very low-noise system.

On the other hand, the noise temperature (or noise figure) of the video
receiver is of little consequence, since this factor is masked by the LNA
gain, which is usually greater than 45 dB.

The IF noise bandwidth is normally chosen to be the smallest passband compat-
ible with the FM deviation used for the transmission. For domestic full-
transponder video, this is about 34 MHz. Half-transponder video normally
requires a bandwidth of 17.5 MHz. International full-transponder video
through INTELSAT requires 30 MHz.

For an earth station with transmit and receive capability, the receive per-
formance 1is characterized in the same way as for the receive-only station.
The figure-of-merit must be adjusted as required to account for the addition
of the transmit/receive diplexing filter and the transmit reject filter which
are inserted between the antenna terminals and the LNA input.

Cascaded RF Links

Since a satellite 1link consists of two cascaded RF links--uplinks and down-
links--the C/Ng ratios must be combined to determine the net effect of
transmission through the total path. If each has a carrier-to-noise ratio
(C/No)1 and (C/Ng),, respectively, then the resulting ratio (C/Ny)
total 1is:

. 1
(/N totar = —T——1 | (14)
(410 U (74




This combining operation cannot be accomplished directly with ratios
expressed in dB. The ratios must be expressed in non-logarithmic form and
then summed according to the previous format, then re-expressed in dB. This
summing rule may be extended to any number of contributions such as multiple
satellite hops or the addition of C/I (carrier-to-interference ratios)
effects on the path performance.

For example, consider a satellite link with an uplink C/Ny of 105 dB-Hz and
a downlink C/Ng of 95 dB-Hz. The total in C/N, is expressed as:

_ 1
C/Ny = 1
10105710 1095710
C/Ny = 94.6 dB-Hz

The resulting C/N, is always Tlower than the Tlower of the two ratios. If
(C/Ng), = (C/Ng),, the resulting (C/N,) total will be 3 dB Tlower than
either C/Ng.

Satellite Transponder

For commercial satellite communications, the orbiting spacecraft provides a
one-hop carrier relay over a wide geographic area. For the domestic systems
presently in use, the uplink signal is transmitted in a 36-MHz bandwidth near
6 GHz. This signal is received by the satellite, amplified, translated in
frequency, filtered, and re-transmitted in a 36-MHz band near 4 GHz. 1In a
typical satellite of this class, there are 12 to 24 transponders assigned
within each frequency band.

Since the satellite serves as a transmit/receive station, it must be charac-
terized by a G/T for the uplink side, and by an EIRP for the downlink side.

The G/T is typically +1 dB/K to -6 dB/K for domestic satellites. Fiqure 3
is a typical G/T curve for an existing satellite. The EIRP is normally spec-
ified at the saturation point for the transponder power amplifier. The EIRP
for a typical domestic communications satellite is 32 to 36 dBW in the prime-
coverage areas. The EIRP varies slightly with geographic location; contour
maps (called *footprints") for relative EIRP are usually available for
assessing these variations. An example of a footprint is shown in Fiqure 4.

To counle the uplink and downlink signal strengths, the uplink RF flux den-
sity required at the satellite to saturate the transponder is also specified.
As shown in Figure 5, typical domestic satellites have a required saturation
flux density less than -82 dBW/m2 over most of the country.
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The intermodulation performance of the transponder amplifier greatly affects
multi-carrier operation of a single satellite transponder. Figure 6 shows
typical intermodulation curves for a transponder. Curve (A) is the intermod-
ulation performance for a large number of equally spaced carriers within a
transponder. Curve (B) shows the intermodulation characteristics for two
carriers.

In order to bring the intermodulation products to an acceptable level and
thus not degrade the Tlink C/Ng with poor C/Im performance, the total power
level in the uplink is reduced until the C/Im ratio is 20 dB or better. This
means, or course, that the total downlink EIRP from the satellite has been
reduced. The transponder output power reduction is shown in Figure 7. To
increase the C/Im ratio to 24 dB for the two-carrier case, we see from Figure
6, that the input power must be "backed off" 7 dB. This results in a total
downlink power reduction of 3 dB. In addition, the resulting downlink power
must be shared between the carriers actually transmitted. For example, if
two half-transponder carriers are transmitted, each will have a transmitted
power 3 dB lower than the total backed-off output power noted above.

10



CARRIER TO INTERMODULATION (dB)

"
\
24 -
I~ N ®
Ty \
20 \ \
\\ -
16 \A)\\ \\
~N
12 \\
8 Carrier to Intermodulation Noise N\
Ratio vs. Output Power
4
0 9 8 7 8 5 4 3 2

(A) Large number of uniformly speced carriers.
(B) Two Carriers.

Figure 6.'Output Power Normalized to Single Carrier Saturation Point

RELATIVE OUTPUT POWER (dB}

RELATIVE OUTPUT POWER (dB)

-10

-12

14

Input and Qutput Power Normalized

to Single Carrier Satuation Point

/

-18

Figure 7. TWT Power Transfer Characteristics

-18

14

-12 -10 8 -6

RELATIVE INPUT POWER (dB)

4

11




Satellite Link Analysis
General

With the preliminary procedures and specifications described above, we can
proceed to the actual link calculations. First we must determine the dis-
tance, or slant range, from the satellite to the earth station, to find the
corresponding space loss factor. In Appendix A, the orbit geometry is des-
cribed and the "space loss" is found to be:

Lg = 185.05 + 10 log (1 -0.295 cos H cos AL) + 20 log f (15)
where:

Ls = Space loss factor in dB

H = Latitude of earth station

AL = Difference in 1ongitude for earth station and satellite

f = frequency in GHz

Using this factor, we will now develop the link analysis for the up and down-
link, including some refinements from the basic process described earlier.

Uplink

For the uplink, we assume a flux density S at the satellite. In the case of
full-transponder video, this is the saturation flux density specified for the
satellite. Then, the uplink C/No is given by:

C/Ng = S + ((G/T)gat -20 Tog f -21.45) + 228.6 (16)
where:
S = Flux density in dBW/m2

f Uplink frequency in GHz

(6/T)gat = Satellite receiver G/T in dB/°K

228.6 10 Tog 1.38 X 10-23 (Boitzmann's Constant)

Example: )

Using the typical data given for domestic satellites, we have for the uplink:
C/Ng = -82 + [-6 -20 log 6 -21.45] + 228.6 = 103.6 dB-Hz

The required EIRP for the transmitting station is directly obtained from the
flux S and the spatial loss factor L = 10 log (4wmr2):

EIRP =S + L + L, (17)

12 .



The loss factor Ly (~1 dB) is included to account for aging, pointing error
accumulation in the transmitting station, ‘and a small amount of clear weather
atmospheric absorption. Then, using the transmit antenna gain G1, the HPA
power required for the station is found from the EIRP,

Example:
For a typical slant range of 39,500 km we have L = 163, so:
EIRP = (-82 + 163 + 1) dBW = +82 dBW
For a l10-meter transmitting antenna, the gain at 6 GHz is about 53.4 dBi, so

the HPA required (accounting for approximately. 1-dB loss estimated for the
waveguide from the HPA to the antenna) is:

Pt = (82 - 53.4 + 1) dBW = 29.6 dBW
or
Pr =1 kW

Small Aperture Antenna Transmissions

Transportable earth stations are generally configured with five-meter (or
smaller) antennas even when their primary purpose is to uplink full trans-
ponder video signals. Since the gain of a five-meter antenna is about 6 dB
less than that of a ten-meter antenna, calculations show that we are 6 dB -
(34.5 - 29.6) dB = 1.1 dB below saturation for having assumed a 2.8-kW HPA
and a required saturation flux density of -82 dBW/m2 as used in the previous
example. If we refer to Figure 7, which shows typical TWT power amplifier
transfer characteristics, it can be shown that the actual output power loss
of a typical transponder may not be operating at saturation, only a small
loss in received signal strength will be observed. This loss of signal will
be unimportant at all receive earth stations except those that are extremely
marginal (operating at or near FM threshold). Since the general application
for transportable earth stations is to transmit programming back to a major
city, (thus a large earth station with a high G/T), where it is integrated
into programming and retransmitted, the slight loss of signal due to the
small-aperture uplink will be negligible at the final receiving earth sta-
tion.

It should also be noted that the saturation flux density required for most
transponders is less than -82 dB/m2 over much of the country (see Figure 5).
For applications in these locations, complete saturation of the transponder
will be achieved using the small transportable earth station.

Downlink

The downlink C/N is given by:

C/Ng = (EIRP) g5t * Lo + (G/T)gg + 228.6 + L (18)
where:

- = Link margin

L = "Space Loss" factor given in the above section.

(G/T)gg = Earth station, 6/T

13



Example:

For a typical video receive-only station, the G/T is about 26.8 dB/°K. Then,
for 34-dBW satellite EIRP, we get, using r = 39,580 mi and a 1 dB link mar-
gin:

(C/Ng)down = (34 - 196.4 + 26.8 + 228.6 - 1) dB = 92 dB-Hz

The loss factor (Ll)is again used to account for pointing error, aging, and
clear air absorption.

Interference

The uplink and downlink contributions are the principal factors of concern in
the link calculation. However, there are often sources of interfering sig-
nals which must be considered in the analysis. For signals which are small
relative to the carrier level (which is the usual case), the interference
energy is usually added to the thermal noise in the usual way, as a power
ratio C/I. This is the normal technique for handling interfering signals
from an adjacent transponder for frequency-reuse satellites. (See detailed
discussion of Interference Analysis by Cook in this digest.)

Total Link C/N and C/I

The uplink, downlink, and interference contributions must be combined by
power addition to obtain the final C/Ny ratio.

Example:

Using the results obtained for the uplink and downlink examples above, the
receive carrier-to-noise density is:

C/Ng - 103.6 (+) 92 = 91.7 dB-Hz
where <:> refers to power addition.

The carrier-to-thermal noise in a 36-MHz bandwidth is
C/Ntp = C/Ny - 10 log B = 16.1 dB

Assuming a level of 20 dB, the net C/N is

C/N

1]
.—l
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|
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o
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Since C/N + 10 log Byp = C/N,, this is equivalent to a carrier-to-noise power
density:

C/Ny = 90.2 dB-Hz (19)
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Video Performance

The video performance must be examined for two district degradations:

a. Thermal noise in the baseband, which is similar to the noise encoun-
tered in broadcast TV, and,

b. Impulse noise, which is a phenomenon associated with FM threshold
effects.

Above the FM threshold region, only the first factor is of significance. In
this case, the video signal-to-noise is given by:

12 (AF.)?
(S/N)y = (C/Ny) ——=5— (20)
b
n
where:
C = Carrier power (watts)
No = Noise'power density at that point in the receiver where C is
measured = kTg (watts/MHz)
k = Boltzmann's constant
= 1.3806 x 10-17W/MHz/°K
Tg = System operating noise temperature referred to that point in
the system where C is measured.
Fg = Half of the peak-to-peak deviation produced by that part of
the video waveform which is defined to be the "signal" (MHz)
by = Noise bandwidth of the baseband filter function (representing
the combination of the deemphasis network, measurement
bandlimiting filter, and weighting network (when used)) with
respect to "triangular" noise (MHz).
. 1/3
= 2 2
bn [ 3fo f2 | H (f) | df.]
H(f) = Product of deemphasis, bandlimiting filter, and weighting (if
used) transfer functions.
F = An integration limit frequency high enough so that H(f) may be

considered zero above F.

The definition of (S/N)t and a derivation are given in Reference 1.

In decibels, (S/N)+ is 10 times the logarithm of the numeric ratio expres-

sion.
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Note that (S/N)¢ is not a function of IF bandwidth or modulating frequency.
The relation (or any of its variants) is applicable, however, only when the
IF bandwidth is at least adequate to support the signal.

Since the video signal is a complex waveform and a variety of emphasis and
noise weighting functions can be used in principle, specific standards have
been established to provide guidance in evaluating this S/N ratio. The S/N
equation presented is sufficiently general to accommodate any standard by
specifications of the appropriate AFg and by. The standard presently
used for most domestic satellite video transmissions is set by CCIR Rec. 421-
3, Transmission Advisory Committee, a joint committee of television network
broadcasters and the Bell System. For this standard, the "signal" is taken
to be the luminance part of the video waveform, such that:

Fg =0.714 F,
where:
Fyv = Half the peak-peak deviation produced by the video waveform

including sync tips
For this standard, the unweighted bandwidth is:
by = 3.357 MHz
and the bandwidth with noise weighting is:
bps = 1.574 MHz

The subjective weighting advantage for FM transmission is thus:

bn
30 log 2, = 9.9 d8

For a more complete discussion of the standards and recommendation, see
Reference 1.

Another method of expressing the video S/N ratio in terms of the system:

(S/N)V = C/N + 10 log 3 <i%£?)2 + 10 log <;%$> + W+ CF (21)
where:

(S/N)y = peak-to-peak luminance signal-to-noise ratio

AF = peak composite video deviation

fm = highest baseband frequency

BV = video noise bandwidth

BiF = IF noise bandwidth

18



W = emphasis plus weighting improvement factor (12.8 dB)
CF = rms to peak-to-peak luminance signal conversion factor
(6.0 dB)
Example:

For full-transponder video with F, = 11 MHz transmitted through the satel-
lite link analyzed in the previous section, we will compute the S/N proaected
for the received signal.

36

S/N = 14.6 + 10 log 3 (735 ) + 10 Tog (&) + 18.9

S/N = 52.9 dB

As the C/N ratio is reduced, the performance of an FM discriminator begins to
deviate from the predictions obtained from the video S/N equation. This is
shown in the measured performance data shown in Figure 8, the region where
the departure from theoretical occurs is called “"the threshold region."
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Near threshold, the preceding analysis 1is not sufficient in itself to
describe the quality of the received signal. In this region, the thermal
noise peaks in the IF band have a finite probability of exceeding the carrier
level, resulting in an apparent phase inversion in the composite signal. The
FM discriminator then reacts to this with a rapid transition, which results
in a baseband transient or impulse disturbance. The threshold for the onset
of this phenomenon depends on the nature and design of the video demodulator
(The term "threshold" is used in a variety of meanings for video demodula-
tors, and this must be examined carefully for the particular problem under
consideration). For standard equipment presently in use in commercial satel-
lite communications, the impulse noise becomes noticeable first at about 11
dB C/N. Threshold extension equipment is available which suppresses the
impulse noise down to a C/N ratio of 7 to 9 dB. This topic will be discussed
further in one of the following papers.

Half Transponder Video

The demand for transponder space has increased dramatically during the last
few years, thus greatly exceeding the capacity of existing satellites. One
natural solution to this problem is to operate two simultaneous video signals
in one transponder. This system is generally known as half-transponder
video. Half-transponder video has been used very successfully by INTELSAT
for several years. Usually, the video carrier shares a transponder with a
carrier of some other service such as an FDM message, or SCPC carriers.

The problems associated with half-transponder video signals can be identified
quickly by examining a link analysis for this format.

Generally the signal-to-noise performance of half-transponder video will be
about 10 dB lower than that for full-transponder video assuming that the
receive earth station has the same G/T in both cases. There are two reasons
for this reduction in received signal quality. First, the allowed transmis-
sion bandwidth is Tess than that allowed for full-transponder video; thus,
the deviation of the FM carrier due to the video signal is lower and, corre-
spondingly, the FM improvement is lower. Second, since there are two car-
riers using the same transponder, the total available EIRP for each signal is
Tower than for one carrier per transponder, and the transponder power must be
reduced to avoid intermodulation problems.

As an example, assume a saturated transponder output of 34 dBW at the receive
earth station location. In order to avoid intermodulation problems, the
total power output of the transponder must be backed off about 5 dB depending
on the specific transponder characteristics. Since the total output power
must be shared between two equal video carriers, each will have a total power
3 dB lower than the total output power of the transponder or 8 dB lower than
the saturated output power of the transponder.

The downlink C/N can be stated as:
C/N = (EIRP)g44 = Lg + 6/T - 10 Tog B - L (22)
If we assume the same earth station G/T of 26.8 dB/°K, a 1-dB margin and a

saturated transponder EIRP of 34 dB, then for our example, we find a received
C/N of:

C/N
C/N

(34 - 8) - 196.4 + 26.8 - 72.4 + 228.6 - 1
11.6 dB
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The actual C/N will be somewhat less than this since the effects of interfer-
ence and uplink C/N have been ignored.

The peak deviation of the video signal for half transponder carriers is usu-
ally 6.7 MHz and the IF filters are 17.5 MHz. These parameters can be used
to convert to received video signal-to-noise as follows:

11.6 + 10 log 3 (%—Z—)Z + 10 log (122} + 18.9

S/N

[}

S/N = 42,5 dB

Notice that this is about 10 dB lower video signal-to-noise than was calcu-
lated previously in the full-transponder carrier example with the same earth

station G/T.

Several conclusions about half-transponder operation can be reached from the
example. First, the demodulated received signal performance is much poorer
than with full-transponder video. Second, small aperture antennas will not
provide enough C/N to operate the FM demodulator above threshold. Third,
since the effects of subcarriers were not considered in the example, their
addition to the main carrier will result in further degradation to the final
video signal-to-noise performance.

Audio Subcarrier

The audio subcarrier (S/N)gc ahead of the subcarrier discriminator can be
shown to be:

AFc2 1 Béc 2
SC sC
where:
Fc = peak deviation of the main carrier by the subcarrier
fsc = subcarrier frequency
B = subcarrier filter noise bandwidth

The last term in the expression for (S/N)gc accounts for the slope of the
baseband noise power density across the subcarrier filter bandwidth. It is
usually less than 0.0l dB and may be neglected.

This expression may be rewritten after the correct substitution as:

Brr AF 2 |
(C/N)SC = C/N + 10 log 5 BSC> + 10 log <?;Z> (24)
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where:
B1F = IF noise bandwidth

Once the (C/N)gc ratio has been determined, the actual audio signal-to-
noise ratio (S/N); may be determined by looking at the FM improvement, the
bandwidth improvement and the pre/deemphasis curve improvement. This reduces
to:

AFsc : Bsc

(S/N), = (C/N) . (3)| — )+ E (25)
m a
or written in terms of logs:
AFsc : Bsc
(S/N)a = (C/N)SC + 10 Tog 3 7"-]—' + 10 log -Z—B; + E (26)
where:
fm = maximum audio frequency
Ba = audio noise bandwidth
AFge = peak subcarrier deviation
E = audio pre/deemphasis advantage = about 12 dB
Example:

With an audio subcarrier frequency of 6.8 MHz, & subcarrier deviation of
2-MHz peak, and an audio frequency bandwidth of 15 kHz, we will calculate the
(S/N):

Assume C/Ng = 90 dB

thus:
C/N = 14.4 dB
J 2
6 6
(C/N), = 14.4 B + 10 109,_ 36 x 10° 1410 10g{-2X10°_
l(2) (600 x 103)] 6.8 x 106

(C/N)gc = 14.4 dB + 14.8 dB - 10.63 dB

(C/N)ge = 18.6 dB

Notice that the (C/N)gc 1is greater than the C/N for the main carrier.
This reflects the bandwidth advantage of the narrow subcarrier bandwidth.

Now the (S/N) can be calculated from equation (26) as follows:

20



2
3 3
(S/N), = 18.6 dB + 10 log 315X—10> + 10 log (600 x 10%) |, 1,
15 x 103 (2) (15 x 103)

(S/N), = 18.6 dB + 18.75 dB + 13 dB + 12 dB
(C/N), = 63 dB
Cue Multiplex

Additional voice grade audio channels may be multiplexed above the program
audio in the audio baseband. The performance of the "cue" channels may be
analyzed in much the same manner as the program subcarrier. Final audio
signal-to-noise ratio, (S/N)cye s related to the subcarrier
(C/N)sc, and thus C/Ng, since these channels are carried as FM on the
subcarrier.

The expression for (S/N)cye is:

AF \ 2
(S/N)_  (weighted) = C/N_ + 10 Tog |4 (2= (aF)? | (27)
cue 0 T \Tse) ¢ 2B_J
mc nm
where

AFM = peak deviation of subcarrier by multiplex signal

fme = arithmetic mean center of muitiplex slot

Bhym = noise bandwidth of cue baseband filter function (including
weighting) with respect to flat noise
AF- = peak deviation of the main carrier by the subcarrier
Example:

If we assume a multiplex slot extending from 20.3 kHz to 23.4 kHz then fmc -
21.85 kHz. MWithout weighting, for an ideal filter extending from 300 to 3400
Hz, Bnm = 3.1 kHz. This approximation can be used with good results. Sub-
stituting the previous data we get:

2
1 2 x 108 (50 x 103)2
4 2
6.8 x 108/ (21.85 x 103) (

(C/N)Cu 90 + 10 log

e
3.1 x 103)

(S/N)gye = 45.6 dB
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FDM/FM

FDM/FM is a method of mlultiplexing many voice grade (3.1 kHz) audio channels
on to one FM carrier. This is accomplished by converting each channel to an
assigned frequency as a SSBSC signal in the baseband frequency range. The
total baseband then modulates an FM carrier. Demodulation and de-multiplex-
ing are accomplished in the reverse order at the receive station. Details of
this system wll be presented in a later paper.

FOM/FM performance is measured in terms of picowatts of noise per FDM chan-
nel. The noise-per-channel is related to the total S/N ratio in the total
baseband with a test tone signal. This, in turn, may be related back to C/N
ratio in the receive system IF. Table 1 shows typical operating parameters
for the INTELSAT IV system.

The relationship between C/N in the IF and S/N in the baseband is:

S/N = C/N +20 log |:AFTT + 10 log FIF P+ (28)
ch| ch

where:

AFyr = rms test tone deviation

fch = highest voice channel frequency

Bcnh = voice channel bandwidth

P = top channel emphasis improvement factor

W = psophometric weighting improvement factor = 2.5 dB

Once the test tone S/N ratio has been determined, the noise per channel in
picowatts may be determined from:

Noise = log-! {29_:Té§iﬂl] pWp0 (29)

Example:

Consider a 1200-channel system with a top baseband frequency of 5260 kHz and
an rms test tone deviation of 650 kHz. The top slot emphasis advantage is
4 dB. C/N will be assembled to be calculated level of 20 dB.

3 [
S/N = 20 dB + 20 log [820X10° 11 10 10q [30X10° | 4 5 5 48 + 4 dB
5260 x 103 3.1 x 103
S/N =20 dB - 18.2 dB + 40.7 dB + 2.5 dB + 4 dB
S/N = 49.0 dB
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Table 1. Global Beam INTELSAT IVAand V Tra'nsrhission Parameters
(Regular FDM/FM Carriers)

Carrijer-to- Ratio of Un-
Total Nolse modulated
Temp. Ratio Carrier Power
at Operating to Maximum
Deviation Point (8000 Carrier- |Carrier Power
Carrier Altocated (rms) for Multi- + 200 pwWOp to-Noise |Density Under
Capacity Top Base- Satelliite| Occupled 0 dBmO channe! from RF Ratio in Full Load
{No. of band Freg.} BW Unit Bandwidth|Test Tone| rms Dev. Sources) Occupied Condition
(Channels) (kiHz) (MHZ) (MHz) (kH2) (kHZ) (dBW/K) BW (dB) (dB/4 kH2)
n fm b, by 'r 'mc c/7 C/N
12+ 60,0 1425 1,125 109 159 154,7 13.4 20,0
24 108.0 2.5 2,00 164 275 153.0 12,7 22,3
36 156,0 2,5 2,25 168 307 150.0 15,1 22.8
48 204,0 2.5 2.25 151 292 146.7 18.4 22,6
60 252.0 2.5 2,25 136 276 144.0 21,1 22,4
60 252,0 5.0 4,00 270 546 149.9 12.7 25,3
72 300,0 5.0 4,50 294 616 149, 1 13,0 25.8
96 408.0 5.0 4.50 263 584 145,%5 16,6 25.6
132 552.0 5.0 4,40 223 529 141.4 20.7 24,2°(X 1)
96 408,.0 7.5 5.90 360 199 148.,2 12,7 27.0
132 552,0 7.5 6.75 376 891 145.9 14,4 27.5
192 B04.,0 75 6.40 297 758 140.,6 19,9 25,8°(Xx 1)
132 552.0 10,0 750 430 1020 147 .1 12,7 28,0
192 804.0 10.0 .00 457 1167 144.4 14,7 28,6
252 1052.0 10.0 8.50 358 1009 139.9 - ) 19.4' 27.0°(x 1}
252 1052,0 15.0 12.40 5717 1627 144 .1 13.6 30,0
312 1300,0 15.0 13.50 546 1716 141.7 15.6 30.2
432 1796.0 15.0 13.0 401 1479 136.2 21.2 "27.6%°(X 2)
4320 1796.,0 17.5 15.75 517 1919 138.5 18,2 30.8
432 1796.0 20,0 0 616 2276 139.9 16.1 31.5
612 2540,0 20.0 8 454 1996 134,.2 21,9 78.9%(X 2)
432 1796.0 25.0 20,7 729 2688 141,.4 14.1 32.2
792 3284.0 25.0 22,4 499 2494 132.8 22.3 30.0°(X 2)
972 4028.0 36.0 36.0 802 4417 135.2 17.8 34.5
1092%#% 4892.0 36.0 36.0 701 4118 132.4 20,7 32,2°(X 2)
#* Contingency Carrler, used only with INTELSAT [VA,

#*%Not used with
+ Approved for use with

INTELSAT Vv,

INTELSAT V only.
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o = -1]90 - 49.0
Noise = log [""'IU'__"

12,589 pWp0

Noise

SCPC

SCPC (single-channel-per-carrier) is another method of multiplexing many
channels on a single transponder. In this case, however, the channels are
not multiplexed on to a signal FM carrier, rather each one has its own
carrier and separate frequency assignment within the transponder. SCPC sys-
tems may have many operating parameters and modes. Frequency bandwidths can
vary from strictly voice grade 3.4 kHz to program channel 15 kHz. Actual
transmission may be FM analog or digital. Currently, the largest production
systems are FM analog; therefore, only this analysis will appear. Psopho-
metric weighting and emphasis are also used in SCPC. Another performance
advantage used in SCPC is called companding. This includes compressing the
amplitude range of signal at the transmit system and expanding it at the
receive system. The analysis of SCPC performance proceeds along the same
lines as any other FM system. The test tone-to-noise ratio depends on the IF
C/N ratio along with FM improvement factors, bandwidth improvement, and
weighting/emphasis improvement, if any.

The relationship for S/N versus C/N is:

S/N = C/N + 10 log3 <§5>2 + 10 log [:;éf;} FUHC (30)
m a

where:

AF = peak deviation

fm = highest baseband frequency

Ba = audio noise bandwidth
Bir = IF noise bandwidth
W = emphasis plus weighting improvement factor
¢ = companding advantage
Example:

Consider voice grade SCPC channel with a peak deviation of 7.3 kHz, an IF
bandwidth of 25 kHz and a weighting/emphasis advantage of 7 dB, and a com-
panding advantage of 17 dB.

Assume the C/N to be 10 dB in the IF.

5 .
3 | ; ]
S/N =10 + 10 log 3 7_'3__)(_10_._> + 10 1og 25 x 10

' 3.4 x 103 [2(3.4 X 103)J
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+ 7 dB + 17 dB

S/N
S/N

10 dB + 11.4 dB + 5.6 dB + 7 dB + 17 dB
51 dB

This is a test tone-to-noise ratio which can be converted to picowatts
(weighted):

. T90-51
Noise ]Og [—T]

"

Noise = 7943 pWp0

Digital Applications

Digital systems may be incorporated in the satellite link in much the same
way as SCPC carriers. A modem takes the raw digital data and modulates it on
to an IF carrier in the 70-MHz IF band. This signal can then be upconverted
to the 6-GHz satellite uplink band. This system will be more fully explained
in a later paper in the digest.

The usual method of performance comparison between digital systems is to
compare their bit error rates (BER), which are the rates at which errors in
bits are made during transmission. For example, a BER of 10-3 would mean
that for every 105 bits sent, there would be one error. If the transmission
rate were 10%/second, then one error would be made every second.

The digital data may be modulated on to the RF carrier in one of several
different ways. Some of these are FSK (frequency shift keying), PSK (phase
shift keying), BPSK (biphase PSK) and 00K (on-off keying). Each type of
transmission has advantages and disadvantages.

The BER analysis of a particular mode of transmission must proceed from a
noise model since incoming data bits will have a signal-to-noise ratio which
depends on the link parameters. Since elecirical noise is often the summa-
tion of the effects of a large number of randomly moving electrons, it can be
considered to have a Gaussian distribution. A probable distribution function
(PDF) for a Gaussian-distributed variate is shown in Figure 9.

Figure 9. Gaussian PDF
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This function is described by:

1

o V2n

p(x) exp [-(x-m)2/202] | (31)

where:
m = mean value of y
o = standard deviation of yx

Notice in the figure that x will be most likely found, at m. To find the
probability that x is within a particular range of values, we integrate p(y)
over that area.

Now if the demodulated digital data is considered to be 0 and 1 at levels -A
and +A, we will get two levels with Gaussian noise impressed on them as shown
in Figure 10. If the threshold level (or decision level) is set at O as shown
in the figure, then the probability of mistaking a 0 for a 1 is shown as area
Pei in the figure. Likewise, the probability of mistaking a 1 for a 0 is
shown as area Pgg. The total probable area is then Pgq + Pgoy.

i
A

Figure 10. Signal-plus-noise PDF's for Polar Binary Signalling

If the correct integrals are taken:

1
Peo = Po1l = 5 /7 é exp [-(x + A1)2/2<:2]cu0 (32)
If we Tet ‘A = — then,
l ©
Peo = Pel = ',2—"—- { / exp (-AZ/Z)dA (33)
1 [+
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Now if we take the signal power to be A2 and the noise power o2 = nB where n
is the noise density and B is the bandwidth, then:

2
is the S/N ratio

alx

Then the probability of error can be taken to be:

2

Of course, this is a very simplified analysis for a polar binary baseband
signal. However, the same techniques may be used to generate BER curves for

any mode of transmission to be used. Sample curves are shown in Figure 11.
Here the BER is shown as a function of received signal-to-noise ratio in dB.

]
Noncoherent FSK

Yoo — v/2

Coherent FSK
% erfc V¥/2

Coherent PSK o

1% erfcVy e

>\

Differentially
Coherent PSK
Ye-7
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10
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Probability of Error, Pe
=) =
¢ & w
- R 04 e A ) LA A i a il R AR R ALY
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2
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Signal-to-Noise Power Ratio, T (dB)

Figure 11. Error-Rates for Several Binary Systems
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Other factors can be used to influence the BER for a particular signal Tlevel.
For example, coding may cause the BER to be several orders of magnitude lower
that the theoretical curves shown in the last figure.

Example:
Consider the BER curves shown in Figure 12. This curve shows the BER versus

energy per bit of a 56 Kb/s system which uses 84 kHz of bandwidth. The
energy per bit is related to C/N by the following relationship:

Eb/N0 = C/N - 10 Tog BR + 10 log BIF (35)
where:

Ep/Ny = energy/bit per Hz

BR = bit rate

Bip = IF transmission bandwidth

If we have a C/N = 9.3 dB, then:

E,/N, = 9.3 dB - 10 log (56 x 103) + 10 log (84 x 103)

Eb/N0 9.3 dB - 47.5 dB + 49.2 dB

Eb/No = 11.0 dB
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From Figure 12, this corresponds to a BER of 3 x 10-8,

)
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\
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. \
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Ep/No 55.A.2029

Figure 12. Plot of Theoretical Ep/No vs. BER

Summary

In this paper we have looked at satellite link performance and the effect of
earth station characteristics on that performance. In addition, various
modes of transmission have been examined briefly to see how link performance
affects their respective performance criteria. Finally, examples have been
examined to illustrate typical numbers which occur in satellite link analy-
sis. A more complete link budget is shown in Appendix B to this paper.
Appendix A contains several relationships which may be of interest in satel-
lite Tink analysis.
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Appendix A

Geostationary Satellite Orbit Geometry

For a geostationary satellite, the orbit is a circle lying in the equatorial
plane which, from simple mechanics has a radius:

R - 6.611 Ry
Where Ry is the radius of the earth (3963 statute miles). The location of
the satellite 1is specified by the corresponding longitude coordinate,

Lgat- For a station at 1latitude H and longitude L, the slant range r
from the satellite to the station is found to be:

r = 26485 [1 - 0.295 cos (H) COS(L'Lsat)]l/Z (statute mi.)

The corresponding spatial loss factor is:

dBm?

L = 10 log (4nr2) = 163.6 + 10 log [1 - 0.295 cos (H)cos (L-Lsat)]

The path time delay is:
r = 142 log (1 - 0.295 cos B) dB
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Appendix B

Sample Link Budgets

Link Parameters Units FDM-FM Video

UPLINK
Saturation Flux Density . dBW/m?2 -82.0 -82.
Input Backoff dB 4.0 0
Power Sharing dB 0 0
Operating Flux Density dBW/m? -86.0 -82.0
Isotropic Antenna Area dB/m2 -37 -37
Satellite Received Power dBW -123.0 -119.0
Path Loss (Clear Weather) dB 200.1 200.1
Operating EIRP dBW +77.1 +81.1
Satellite G/T dB/°K -7.4 -7.4
10 Log K dBW -228.6 -228.6
10 Log B (36 MHz) dB 75.6 75.6
C/N (Uplink) dB 22.6 26.6

DOWNL INK
Satellite Saturated EIRP dBW +34.0 +34,
Qutput Backoff dB 1.0 0
Power Sharing dB 0 0
Operating EIRP dBW 33.0 +34.0
Path Loss (Clear Weather) dB 196.4 196.4
Earth Station G/ dB/°K 26.8 26.8
10 Log K ' ds -228.6 -228.6
10 Log B (36 MHz) dB 75.6 75.6
C/N (downlink) dB 16.4 17.4

LINK PERFORMANCE
C/N (uplink) dB 22.6 26.6
C/N (downlink) dB 16.4 17.4
C/Int dB - 20.0
C/IM ds - -
C/N (system) dB 15.4 14.6
Threshold C/N dB 10.0 10.0
Fade Margin dB 5.4 4.6
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System Performance

System Parameters Units FDM-FM Video
TV VIDEO
C/N dB - 14.6
Max. Video Frequency : MHz - 4.2
Overdeviation dB - -
Peak Operating Deviation MHz - 10.7
FM Improvement dB - 13.2
BW Improvement dB - 6.3
Weighting/Emphasis
Improvement dB - 12.8
P-rms Conversion Factor dB - 6.0
Total Improvement dB - 38.3
S/N (peak-to-peak/rms-Tuminance signal) dB - 52.9
TV PROGRAM CHANNEL (SUBCARRIER)
Peak Carrier Deviation MHz - 2.0
Subcarrier Frequency MHz - 7.5
FM Improvement dB - -11.5
BW Improvement dB - 14.0
Total Improvement dB - 2.5
C/Nsc (subcarrier) dB - 16.9
Peak Subcarrier Deviation kHz - 75
Max Audio Frequency kHz - 15
FM Improvement dB _ - 18.8
BW Improvement dB - 13.8
Emphasis Improvement dB - 12.0
Total Improvement dB - 44,6
S/N (audio) dB - 59.2
FDM/FM
Number Channels - 1200 -
Test Tone Deviation (rms) kHz 650 -
Top Baseband Frequency kHz 5260 -
FM Improvement dB 18.2 -
BW Improvement dB 40.7 -
Weighting Improvement dB 2.5 -
Emphasis (top slot) Improvement dB 4.0 -
Total Improvement dB 29.0 -
TT/N dB 49.0 -
Noise pWpO 12589 -
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An Introduction to FDM/FM Communications
. Via Satellite

Introduction

Early in the days of telephone, each voice channel was carried by a pair of
wires running between exchange offices. As the number of telephones grew (20
million in 1920), the need for combining channels together for more efficient
transmission became apparent.

The first multiplexing schemes used what is called frequency division multi-
plexing; each voice channel 1is assigned a particular slot in a composite
baseband signal. FDM systems are now in wide use in practically all trans-
mission media; -coaxial cable, microwave radio, and satellite communications.
These systems have a capacity of twelve- to thirty-six-hundred channels.

How FDM Works

An FDM comnosite baseband is formed by generating a single sideband AM signal
with each voice channel., Every channel has its own carrier frequency, and
carrier frequencies are spaced 4 kHz apart. In other words, the voice chan-
nels are stacked end-on-end in freauency. Fiagure 1 shows a typical arrange-
ment of 12 voice channels, multiplexed together to form what is called a
group (type A). Note that the actual voice band is 300 to 3400 Hz, hut Q to
4 kHz is reserved per channel. The extra bandwidth is used for filter quard
bands.

\
\
\
IO

300 3400 4K
f Hz

TELEPHONE CHANNEL FREQUENCY BAND

AN AAAANAAANA A

f KHz 12 16 20 24 28 32 36 40 44 48 52 56 60
CH: 1 2 3 4 5 6 7 8 9 10 11 12

Figure 1. Type A Group




Once the voice channels are multiplexed into twelve channel groups, they are
further combined to form higher capacity systems. Five groups are multi-
plexed together to form a superaroup. Again, single sideband modulation is
used to combine the groups together, much as the voice channels are multi-
plexed together to form a group.

Various multiplex hierarchies are used by different organizations. Any
number of 12 channel groups can be multiplexed together to generate a wide
range of channel capacities.

Characteristic of the FDM Signal

Design of equipment for FM/FDM signals requires a good knowledae of the char-
acteristics of an FDM signal, Since the FDM signal is composed of a number
(12 to 3600) of telephone voice channels multiplexed together, it is instruc-
tive to first examine the characteristics of a sinale telephone voice
circuit.

A telephone circuit designed to carry only one voice channel must be able to
pass the peak signal level of speech without significant distortion. The
peak to rms ratio of the speech signal varies with each talker, and the
mean power level of speech varies with each talker as well; therefore, the
single channel amplifier must be able to handle the peak signal level of the
toudest expected talker.
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Figure 2. Variation of Peak Factor with Number of Active Channels




When many voice channels are added together, as in an FDM system, the
composite signal has characteristics which depend not only on the talker
characteristics but also on the number of channels in the system. Many
studies have been done to examine the amplitude distributions of FDM baseband
signals, the earliest of which were done by Holbrook and Dixon of Bell
Laboratories in 1939. Results of these studies show the relationship between
the number of active voice channels and the probability that a certain peak
to rms ratio will be exceeded for some small (e.g., 0.1%) percentage of time.
For a large number of channels (>240), this amplitude distribution is seen to
be essentially Gaussian; that is, the composite baseband signal loads similar
to white noise that has been passed through appropriate bandlimiting filters.
Figure 2 shows the variation of peak factor with number of active channels.
In designing FDM equipment, the peak factors and the percentage of active
channels (activity factor) must be taken into account. The activity factor
is defined as the fraction of total system capacity which accommodates all
the system traffic for all but 1% of the busiest hour. The activity factor
tends toward 0.27 for higher channel capacities, and 0.58 for Tlow
capacities.

This knowledge allows us to predict the peak power level of a multichannel
baseband. Such information is essential when designing FDM equipment, since
it is the inability to handle peak signal levels that causes distortion of
the FDM signal.

As was noted above, the amplitude distribution of an FDM signal with more
than 240 channels looks Gaussian. This makes it possible to simulate, for
testing purposes, the FDM signal with noise whose power spectral density is
constant with frequency; i.e., "white" noise. Common practice is to simulate
an FDM signal with bandlimited white noise with a mean power of

-15 + 10 log N dBmO (1)

for channel capacities N > 240. This takes into account the average talker
power, activity coefficient, and contribution of signaling to the total
baseband power.

It is also common practice to simulate basebands of less than 240 channels
with bandlimited white noise with a mean power of

-1 + 4 log N dBmO (2)
for 12 < N < 240.

The amplitude distribution of a 12- to 240-channel baseband is not Gaussian;
in fact, the mean power of the noise test signal departs (above) the actual
mean power of the baseband signal by about 5 dB for a 12-channel system. A
happy coincidence, however, is that the peak signal levels of the Gaussian
test signal and the actual FDM baseband coincide within about 0.5 dB. White
noise simulation of the baseband is then a valid method for testing low-
capacity FDM systems.

Equations (1) and (2) are used to calculate the noise load ratio, or
multichannel load factor. Figure 3 shows the relationship between actual
mean and peak levels for the baseband signal and the white noise signal used
for testing.
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Testing the FDM Channel: NPR and S/N

The use of white noise testing in developmental work and proof of performance
testing is universal in FDM communication systems. The objective is to
ensure good quality telephone circuits through the system. A typical
requirement for a satellite link is 51 dB weighted* signal-to-noise.

To test the FDM channel, bhandlimited white noise with mean power given by
equations (1) or (2) is applied to the system. Also, bandstop, or notch,
filters are inserted in line. When such a signal is passed through an FDM
system, the depth of the notch in the noise spectrum will decrease due to

*Most satellite systems are calculated and measured using CCITT psophometric
weighting. The Bell system uses C-weighting. The psophometric weighting
advantage is 2.5 dB; it is 1.5 dB for C-weignting.



thermal and intermodulation noise. The ratio of the power spectral density
of noise in the flat area of the spectrum to that in the notch is called the
noise power ratio (NPR), and is a direct measure of the quality of the FDM
system. For CCITT loading, the signal-to-noise ratio of the channel where
the notch is placed is given by

S/IN=NPR +2+6 TogN+W N <240 (3)
S/N =NPR +16 +W N > 240 (4)

where N is the system channel capacity, and W is the weighting advantage.

Transmission of the FDM Signal: The FM Satellite Link

In satellite systems, the FDM baseband frequency modulates an RF carrier,
usually at 70 MHz, which is then translated to the appropriate frequency for
transmission. This resulting carrier is called an FDM/FM carrier. Several
such carriers may use portions of a satellite transponder simultaneously,
depending on their size, This is known as frequency-division-multiple-
access, or FDMA. Such systems are extensively used by INTELSAT and the
domestic common carriers.

Signal-to-Noise Ratio in an FDM/FM System

It is important in the design of an FDM/FM satellite system to be able to
predict the signal-to-noise ratio of the worst-case channel in the FDM
baseband. This is easily done by examining the basic FM eqguations.

For an FM system operating in the linear region above threshold, the power
spectral density of the demodulator output noise can be shown to be

f2
2 (C/NO>

for £ < B/, (5)

where f is the baseband freauency.

C/Ny is the input carrier-to-noise power density and B is the predetection
(IF) bandwidth.

The signal power at the demodulator output is
2
p = .A_f_

s
2
where Af is the peak-per-channel deviation.

(6)

To find the signal-to-noise ratio in a particular baseband channel, we find
the total noise power in that channel by integrating (5), then forming the
ratio of Pg to the noise power.
b
'Fm+__c_h.
2
P = 2 S(f) df (7)
n b
fm - _ch
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where fm 1is the center of the desired channel, by is the telephone
channel bandwidth (3100 Hz)

This inteqgral can be approximated by assuming that S(f) is constant over the
band of interest. Then

b .
P ch « fm? _ (8)
( C/Ng)

So, the output S/N ratio is

S/N = C/N o — .<Af>2 (9)
0 ’2 bCh fm

or, in logarithmic form,

S/N dB = C/N, - 10 Tog (2 » by ) + 20 Tog <_$Tf1—> (10)

where C/N, is now a dB ratio, rather than a power ratio. This equation
does not include the effects of weighting or preemphasis, discussed below.

Preemphasis

A quick look at equation (5) shows that the output noise power spectral
density is parabolic with baseband frequency. If we did nothing to change
this situation, the channels at the high baseband frequencies would pay a
large signal/noise penalty. Preemphasis is used in FM transmitters to cor-
rect this problem, The preemphasis network has increasing gain with
increasing frequency; it 1is inserted in the baseband chain before the FM
modulator. The effect is to increase the deviation of the higher freguency
channels with respect to the lower channels, thus improving the output
signal-to-noise ratio for those channels. A corresponding deemphasis network
in the receiver restores all channels to their. proper amplitude. Now, a more
complete version of equation (10) is

Aftt
S/N (dB) = C/N0 - 10 Tog (bch) + 20 log + P+ W (11)
fm

where P is the preemphasis gain (or loss)in dB relative to the gain at the
test tone frequency, and W is the weighting advantage (2.5 dB for psopho-
metric weighting). In this equation, Afit is the rms test-tone deviation
at the test-tone frequency, which is the 0-dB gain frequency of the
preemphasis/deemphasis networks. The pre/deemphasis networks in general use
today are specified by CCIR Recommendation No. 464.



Degradation of the Output S/N: Imperfect Electronics

Although the signal-to-noise ratio of a voice channel in an FDM/FM satellite
system is largely a function of the received carrier-to-noise power-density
ratio, the earth station and satellite electronics can contribute to channel
noise. In fact, at high C/Ny levels, this noise will dominate. Prudent
design requires a thorough understanding of the distortion mechanisms
involved. A block diagram discussion of the major parts of a message exciter
and receiver will show potential problem areas, and what effect they have on
system performance. Figure 4 is a block diagram of the Scientific-Atlanta
Model 7560 Message Exciter; Figure 5 is the complementary Model 7510 Message
Receiver.

BASEBAND BASEBAND u '
INPUT ; pRoCESSOR [ MODULATOR — AMPSFILTER UPGONVERTER [—> RF OUT

Figure 4. Message Exciter Block Diagram

DOWN- IF FILTER BASEBAND BASEBAND
RF IN >—— cONVERTER —9 AMPBALG .énsuoouu'ron S OR % e

Figure 5. Message Receiver Block Diagram

a. Baseband Processor. In the message exciter, the baseband processor
amplifies the baseband to the proper level, preemphasizes the sig-
nal, and prevents over-deviation of the carrier under heavy loading
conditions. Two sources of noise arise in the baseband circuits--
thermal and intermodulation noise. Thermal noise becomes
significant at low baseband signal levels. Intermodulation noise
is caused by nonlinear distortion in amplifiers, and becomes impor-
tant at high baseband levels; i.e., when the baseband is heavily
loaded. The baseband circuits must be characterized carefully for
both thermal and intermodulation noise performance to ensure mini-
mal contribution to channel noise. The baseband circuits in the
receiver perform complementary functions to those in the exciter.

b. Wideband Modulator and Demodulator. In the exciter, the wideband
moduTator frequency moduiates an RF carrier with the FDM baseband.
If the modulator voltage to frequency transfer characteristic is
nonlinear, distortion will result. This distortion is eguivalent
to nonlinear distortion in baseband amplifiers, and results in
intermodulation noise. In addition, residual phase noise of the
modulator can degrade the system noise floor. Similar comments
apply to the receiver demodulator.




c. IF Filters. Bandlimiting filters are used in both the receiver and
exciter. Linear distortion in these filters can cause intermodula-
tion noise in the system. Linear distortion is any amplitude or
group delay variation (phase nonlinearity) across the RF bandwidth
of the carrier. Linear delay distortion results in second-order
intermodulation products in the multiplex signal whose total power
is proportional to the square of the linear delay component. Para-
bolic delay distortion results in third-order intermodulation pro-
ducts, with power again proportional to the sguare of the parabolic
delay. Delay distortion can result not only from IF filters, but
also from any other bandpass element in the system. Satellite
transponders exhibit delay distortion, and are typically equalized
at the transmit site.

d. Noise Due to Up/Downconverters. Up/downconverters contribute to
system noise in two ways--residual phase noise of local oscillators
and group delay distortion. Residual phase noise of local oscil-
lators directly adds to the thermal noise floor of the system.
Typically, this is only significant in the lowest channels of an
FDM baseband.

There are other sources of distortion and noise in a typical earth station,
Multiple carriers in a high-power amplifier give rise to intermodulation
products. Group delay distortion can be caused by RF reflections in cables
or interfaces with poor impedance match.

Good design practice generally allocates about 10% of the total noise power
in a voice channel to earth station equipment noise. FEquipment designers
must be familiar with all these distortion mechanisms in order to design cost
effective, high-performance communications equipment.
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FM SCPC Systems

Tommy Brigman and Richard Harris
Introduction

FM SCPC is a communication system which provides efficient and flexible use
of available satellite transponder space. It is particularly suited to
international and domestic markets using a large number of remote locations
with relatively low traffic requirements. An SCPC system can be initially
configured with small number of manually controlled channels and 1later
expanded to hundreds of channels utilizing Demand Assignment Multiple Access
(DAMA). This flexibility provides a means of implementing a communication
system cost effectively upfront and expanding economically as the require-
ments increase. A typical FM SCPC system is shown in Figure 1.
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Figure 1. Typical FM SCPC System




One such system is the Australian Outback System described in the 1980
Scientific-Atlanta Satellite Symposium. This is a particularly good example
of how an SCPC system architecture can be structured to allow growth from a
simple beginning to a complex system with 3,000 channels. A system design
such as this provides a very cost-effective domestic communication system
which can be expanded to provide extensive national as well as international
telephone service.

The initial conception of an SCPC system may involve 1limited economic
resources and limited access satellite transponder space. In many situations
much of the system is predefined and maximum use of the available resources
is the major consideration. A typical SCPC earth station is shown in
Figure 2. Again, using the Australian Outback System as a reference, a cost
tradeoff analysis was presented and is included in Appendix A.
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Figure 2. Typical SCPC Earth Station

FM SCPC System Design

To illustrate techniques and principles of a typical SCPC system, an example
system will be analyzed. This example system has a frequency plan illus-
trated in Figure 3 with half-transponder video and 140 channels of SCPC. The
video will be uplinked from a different station than the SCPC.
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Figure 3. FM SCPC System Design |

The satellite to be used has the following transponder characteristics for
beam center operation:

Table 1. Transponder Characteristics

Specification Characteristic
Satellite Antenna Gain
Receive 18.2 dBi
Transmit 18.2 dBi
Uplink Saturation Flux Density -77.8 dBW/m2
Downlink EIRP (Saturated Carrier) 26.1 dBW
Satellite G/T -11.8 dB/K

The earth stations in this system consist of a MAIN STATION with an ll-meter
antenna which is geographically located -2.1 dB from the satellite beam peak,
and a REMOTE STATION with a 7-meter antenna which is geographically located
-1.3 dB from the satellite beam peak. Table 2 lists the station parameters.

Table 2. Section Parameters

ANTENNA TX ANT GAIN RX ANT GAIN G/T
MAIN STATION 11-Meter 54,1 dBi 51.7 dBi  31.7 dB/K
REMOT‘.E STATION 7-Meter 49.3 dBi 47.5 dBi  26.5 dB/K

Since the transponder contains both SCPC and video signals, the available
transponder power must be shared between the two signals. The design con-
sideration used to divide the power is the receive S/N ratio requirements of
the two signals. Working backwards from desired S/N, the power required for
each signal can be determined. If this power is more than the available
power from the satellite, tradeoffs must be made on the desired video S/N
versus the desired SCPC S/N. In this example, the video signal will demand
nearly equal to 95 percent of the satellite power leaving 5 percent for the
SCPC. This is primarily due to the large pre-detection bandwidth necessary
to demodulate the wideband FM video signal.



Another consideration in this design is the satelite backoff determination.
The satellite backoff is the reduction of uplink transmit power necessary to
place the satellite TWT in an acceptably linear operating region. When the
transponder is saturated, the TWT is obviously in an extremely non-linear
region. Multicarrier operation at saturation will produce severe inter-
modulation products that can degrade the 1link performance drastically. In
this example, an input backoff of -8.4 dB and an output backoff of -3.4 dB is

used.

Tables 3 and 4 list the transmission and satellite parameters, respectively.

Table 3. Transmission Parameters

Description of Carriers Parameters
Characteristic TV Video Telephone
Number of carriers 1 56 (40% activit

on 140 channe1s{

Modulation FM SCPC
Rx EIRP (Main Station) 20.45 dBW -3.33 dBW per channel
Rx EIRP (Remote Station) 21.27 dBW -2.22 dBW per channel
Pre-detection Noise Bandwidth 15.75 MHz 36 kHz per channel
Baseband Noise Bandwidth 5.6 MHz 3.4 kHz per channel
Peak Deviation (AF) 7.5 MHz 9.2 kHz per channel
Carson's Rule Bandwidth 25 MHz 24.6 kHz
(2 aF + FM)
Highest Baseband Frequency (Fm) 5 MHz 3.1 kHz
Preemphasis Advantage + 6.3 dB
Weighting Advantage 16.3 dB (combined) 2.5 dB
Companding Advantage - 17.0 dB




Table 4. Satellite Parameters

Description Parameters
EIRPgATELLITE = 26.1 dBW Beam Center Saturated
EIRPGATELLITE = 24.0 dBW Main Station Saturated
EIRPgATELLITE = 24.8 dBW Remote Station Saturated
Input Backoff = -8.4 dB
Output Backoff = -3.4 dB

Total Available Downlink EIRP

Total Available
Total Available
Saturation Flux
Saturation Flux

Saturation Flux

Downlink EIRP
Downlink EIRP
Density
Density

Density

1]

22.7 dBW
20.6 dBW
21.4 dBW
-77.8 dBW/m2
-75.7 dBW/m?
-76.5 dBW/m2

Beam Center
Main Station
Remote Station
Beam Center
Main Station

Main Station

Link Calculations (SCPC per channel)

Main Station

1) Uplink C/Ng,

where:

S

G/Tsat

transmit flux density dBW/m2

-11.8 dB/K

Fehz =6



S is the transmit per carrier flux density. It can be calculated from the
receive EIRP and going backwards to the transmitter,

2)

S = S' - input backoff - (EIRP' - EIRP)

S! = flux density required to saturate transponder from uplink site
EIRP' = downlink EIRP for saturated carrier

EIRP = downlink EIRP per SCPC carrier

S

-75.7 - 8.4 - (20.6 - (-3.33))

S -108 dRW/m2

C/NOu = -108 - 11.8 - 15.56 - 21.45 + 228.6
C/Ngy = 71.79 dB-Hz
Downlink C/Nod

C/Ngg = EIRP - L + 6/T + 228.6

L = free space loss from satellite to earth station - 196.66
EIRP = satellite EIRP for SCPC channel
G/T = earth station figure of merit

C/Ngg = -3.33 - 196.66 + 31.7 + 228.6
C/Nggq = 60.31 dB-Hz
Total Link C/N, (Assume C/I, carrier-to-interface ratio, is negligible

for this case. In many cases C/I 1is an important
consideration.)

C/Ny = 1 (%) T (®) denotes power addition
C/NOu C/Nod
= 1
C/Ny = 10 Tog — - I
10 71.79/19 1o 60.31/y,
C/N_ = 60.01 dB-Hz



Channel S/N Ratio

2
S/N = C/N, + 10 log 3 <%5> - 10 log 2B, + P + C

M
where:
AF = peak deviation = 9.2 kHz
fy = highest baseband frequency = 3.1 kHz
B, = baseband noise bandwidth = 3.4 kHz
P = preemphasis advantage = 6.3 dB
C = companding advantage = 17.0 dB
S/N = 60.01 + 10 log 3 <§f%—§%> 2. 10 Tog 2(3.4E3) + 6.3 + 17.0
S/N = 60.01 + 14,22 - 38.33 + 6.3 + 17.0
S/N = 59.2 dB
Remote Station
1) Uplink C/Ng,
C/Ngy = S + G/ToareLL1TE - 20 log Fgy, - 21.45 + 228.6
S = -76.5 - 8.4 - (20.6 - (-2.22))
S = -107.72
C/Ng, = -107.72 - 11.8 - 15.56 - 21.45 + 228.6
C/Ngy = 72.0/ dB-Hz
2) Downlink C/Ngyg4

C/NOd =

C/Ngg
C/Ngg

EIRP - L  + G/T + 228.6
-2.22 - 196.66 + 26.5 + 228.6
56.22 dB-Hz



Total C/No
_ 1
C/No“ 1 @ T
C7Nu C7NOd
C/Ng = 56.10 dB-Hz

Channel S/N Ratio

S/N

S/N

S/N 55.29 dB

AF
M

2
C/No + 10 log 3 <———> - 10 log 2 B,+P+C

56.1 + 14,22 - 38.33 + 6.3 + 17.0



Appendix A

Australian Outback System Tradeoff Analysis

The main system parameters for four channel spacings have been calculated and
are shown in Table 1., The systems all meet the specifications for the model.
A1l systems are calculated for the transponder-bandwidth-limited case and
three different earth-station system temperatures.
been calculated using a 2-percent reduction to allow for DAMA control traffic

on satellite.

Table 1. Main System Parameters

The traffic capacity has

Parameter System 1 System 2  System 3 System 4
Channel Spacing (kHz) 60 45 30 22.5
Number of Channels (Duplex) 300 400 600 800
Channel Peak Deviation 21.7 12.2 8.6 5.4
Required C/Ny dB/Hz 56.2 56.0 59 63
One Hop S/N Ratio (dB) 55.2 50 50 50
Call Blocking Ratio 1 in 100 1 in 100 1 in 100 1 in 100
Downlink EIRP/., dBW 7.2 6.0 4.2 3.0
Uplink EIRP/.p dBw 46.7 45.5 43.7 42.5
G/T min. dB/K 16.9 17.9 22.7 27.9
Antenna Diameter 1* 2.8 3.11 5.38 9.79
(Meters) 2* 3.2 3.55 6.21 11.3
3* 3.6 4.0 7.0 12.7
HPA Power/cp 1* 3.46 2.13 0.5 0.11
(Watts) 2* 2.65 1.63 0.35 0.08
3* 2.09 1.29 0.27 0.06
C/N dB 10 10 15.84 21.4
Traffic Capacity (Erlangs) 268 371 567 765
Traffic/Station (Erlangs) 0.089 0.124 0.189 0.25

*These items show the parameter values versus the station system temperature.

1, 2, 3 refer to system noise temperatures of 150, 200,

tively.

and 250K,

respec-



For each system, the channel deviation was chosen for the optimum system.
Inspection of the table shows that system 2 meets the S/N and C/N criteria,
simultaneously. System 1 betters the S/N specification by 5.2 dB while just
meeting the C/N specification. System 3 and 4 better the C/N specification
by 5.84 and 11.4 dB, respectively, while just meeting the S/N specification.
This is just as predicted in Appendix B. Let us compare System 1 and 2.
System 2 carries 38 percent more traffic than System 1. The antennas are
close in size, using the rule of thumb cost approximation that the ratio of
cost is proportional to the square of the diameter ratio, the System 2
antennas would be about 25 percent more than those in System 1. On the other
hand, System 1 requires higher HPA power. There is a good possibility that
the station costs would come out equal or very close. In that case, System 1
has 1ittle to recommend it, and would not be used. System 2 would be
preferred and used up to its maximum traffic load. Assume the traffic load
is between 0.124 and 0.189 erlangs per station. This level can be carried by
System 3 on one transponder or System 2 using two transponders.

The antennas in System 3 would cost about three times as much as those in
System 2. The power amplifier cost would be significantly less in System 3
than in System 2. However, System 2 using two transponders would need
frequency-agile up/downconverters under DAMA system control which would add
cost. Some simple arithmetic would show which alternative is best. If the
costs of both alternatives are close, then the second transponder might be
chosen since System 2 with two transponders can carry 35 percent more traffic
than System 3 and one transponder. Assume now the traffic load is between
0.189 and 0.25 erlangs power station. The choice is between System 2 and two
transponders and System 4 and one transponder. The antenna costs in System 4
would be many times greater than those in System 2. The diameter square rule
does not apply here since at 3 meters labor saving manufacturing techniques
exist which are not usable at 10 meters. The multiplier may well be 25 or
better. For illustration, let us assume: the cost differential between an
installed 10-meter antenna and an installed 3-meter antenna is $50,000. This
cost difference multiplied by 3,000 is 150 million dollars. System 4 is
therefore unlikely to be used.

System Calculations — Downlink

Assume that the SCPC channel has the following parameters: audio range 300
to 3400 Hz, pre/deemphasis break-points 600 and 5000 Hz, 2-for-1 companding,
signal-to-noise 50 dB unweighted. The signal-to-noise performance is given

by Equation A-1:

2
S/N = C/N, + 10 log 3 <§ri:—k—> - 10 Tog 2B +P +C (A-1)

where:
Fpk is the peak deviation in Hertz
Ba is the baseband noise bandwidth

P is the improvement due to pre/deemphasis
C is the improvement due to companding

10



The emphasis improvement with the characteristics defined in above is 5.2 dB.
The subjective companding improvement varies with individual listener and
speaker. Experimental results give a number of 12.3 dB observed by 90
percent of listeners. We shall use this number for this system model. The
C/N, needed to meet the 50 dB specified signal-to-noise is obtained by
substituting the specified parameters 1in Equation A-1. This is the
theoretical 1link performance. To allow for degradation due to wuplink
performance, intermodulation noise, pointing errors, etc., the C/N, is
increased by 1 dB. Knowing C/Ny, Equations A-2 and A-3 may be used to
calculate various trade-offs between number of channels, satellite EIRP, and
earth station G/T.

EIRP., = C/Ng + S.L. - G/T - 228.6 (A-2)
EIRPSAT = B.0. - EIRPCh = 10 ]Og N (A'3)
where:

EIRPc is the power radiated per channel in dBW

S.L. is a "space loss" factor given by:

S.L. = 185.04 + 10 log (1 - 0.3 cos Hcos OL) + 20 log F (A-4)
where:

H = Latitude of earth station

oL = Difference in longitude between earth station and satellite
F = Frequency in GHz of downlink

G/T = Figure-of-merit of earth station antenna/LNA system

N = Maximum number of simplex SCPC channels in the transponder
B.O. = Backoff from transponder saturation in dB

Transponder saturated radiated power in dBW

EIRPgAT

The maximum number of simplex SCPC channels in the transponder (N) is related
to the number of usable duplex trunks (NT) by the relationship shown in
Equation A-5.

N
N =
T 2x .4
where .4 is the activity factor for VOX operated SCPC.

(A5)

- 11



For a given system, the number of required trunks is determined by the number
of stations in the system and the traffic originated at those stations. Once
the total Traffic in Erlangs is known, the number of trunks used to carry
this traffic at a defined grade of service can be found either from Tlookup
tables or by solving the Erlang B or Poisson traffic equations depending on
usage in the particular country. This trunk number is Ny; using Equation
A-5 N can be derived. Substituting N in Equation Al-3, EIRPch can be
found. Substituting this value in Equation A-2 gives the necessary G/T.

Uplink Calculation

The uplink EIRP, can be found from Equation A-6.
EIRP, = 8 228.6 - 10 log N - B.O.| +1L (A-6)
where

8 = Flux density needed at satellite to produce saturation output EIRP.

( -82 dBW/m2 for RCA type)
spatial loss factor (L = 10 log 4 = f2)

L

r = slant range station to satellite

B.0._ = Extra backoff needed to allow for non linear input/output
curve of the TWT. B.0. =5 dB

The amplifier power-out needed is given by:
POUT = EIRPU - Gl + 1 dB

where G, is the antenna gain at the uplink frequency and 1 dB is the assumed
loss between amplifier and antenna.

12



Appendix B

Derivation of Optimum SCPC Channel Deviation
1. Voice Channel

Assume that the channel must meet a 50 dB signal-to-noise and a C/N of 10 dB,
simultaneously. Assume further that the channel IF bandwidth is equal to the
Carson's Rule bandwidth B.

then B = 2(f + 3400)(f in Hertz)
pk pk

and C/N = 10 log 2(f y + 3400) + 10(dB-Hz)
Y p

Substituting this equation in Equation A-1 from Appendix A gives:

3fpk2

50 = 10 Tog 2 (f +.3800) + 10 + 10 10q ————— + T_ + I
92 (f ) 8 > X 38008 P ¢

Substituting for Ip and I. the values used in Appendix A and reorganizing
the equation gives: :

90 + 10 log (f,, + 3400) + 20 log fpk = 123.7

pk
Solving for fp, gives the optimum value for this case fh = 12.2 kHz,
giving an IF bandwidth of 31.2 kHz which fits well with 45 kﬁz spacing. The
C/Ng required is 55 dB. If the peak deviation is increased, the C/Ng
must be increased to meet the C/N specification and the S/N performance
exceeds the specification. This appears when using larger channel spacing
such as 60 kHz.

13






Satellite Link Analysis
Summary

R.B. Harris

Introduction

This paper is intended to provide a reference document for individuals to use
in the calculation of satellite link performance. Because of this intent,
the discussions of the equations are abbreviated. Hopefully this will be a
useful document that can be easily accessed and accurately implemented.

The paper will be divided into two general areas. First is an analysis of
the radio link performance resulting in the net carrier-to-noise ratio
(C/No). Second is an interpretation of the effect of this C/Ny on the
end-to-end performance of several services (video, message, SCPC, digital,
etc.). This separation emphasizes the fact that the C/Ny analysis follows
the same pattern, regardless of the particular service being transmitted.

Link Analysis

The purpose of radio link analysis is to determine the transmission quality
that can be expected for signal carriers relayed from one point to another.
In satellite communications, two relays are actually performed. One from the
transmit earth station to the satellite and the other from the satellite to
the receive earth station. For this reason, separate carrier-to-noise calcu-
lations will be made on the uplink and downlink.

Uplink (C/Ng),,

The uplink carrier-to-noise ratio can be determined using the following
formula:

(cmo)u =S + (6/T)g - 20 log F(GHz) - 21.45 + 228.6 (dB-Hz)

where:
S = radiated flux density
(G/T)S = satellite uplink receive system (from contour map)
F(GHz) = uplink frequency in GHz
21.45 d8 = 20 log (i;'—R-)
228.6 dB = 10 log (1.38 x 10-23) Boltzmans constant



The radiated flux density can be determined from,

S = P, + Gy - 162.5

where:
Po = HPA output power in dBW
Gr = transmit antenna gain in dBi
162.5 d8 = spreading loss = 10 log 4wR2
R = distance from earth station to satellite in meters

Downlink (C/ No)p
The downlink @/M& 0 can be calculated using the following equation:

(C/NO>D = (6/T), + (EIRP)g - 228.6 - L - L, (dB-Hz)

p
where:

(6/T)g = earth station figure of merit

(EIRP); = satellite downlink EIRP (from contour map)
. - . 4nR

LS = 20 1og (——)\—->

Lp = -10 log P

A = downlink signal wavelength

P = polarization efficiency

Overall (O/No)o
The overall (C/No> can be calculated from the <C/N°>D and (C/No> . Notice

this equation contaf%s a (:) symbol. This means power addition ang requires
the objects of the addition to be in watts and not dBW.

(/) , = — Cl:)ﬁ - (dB-Hz)
ZC/NO} ] (C/NO)D




Sometimes it is useful to express the carrier-to-noise in a bandwidth wider
than 1 Hz. This is usually expressed as C/N and can be calculated from
C/Ng in the following way: .

C/N = C/N0 - 10 log Bn
where:

B, = noise bandwidth of system where C/N is desired

L]

C/Ng Summary

The previous equations provide a means to calculate the performance of a
satellite link. This performance is expressed as a carrier-to-noise ratio in
a 1 Hz bandwidth, providing a number useful in S/N analysis.

S/N Analysis

There are many different communication schemes used in satellite communica-
tions. FM techniques have been heavily utilized in such systems as message,
video and SCPC. Digital transmissions have recently gained popularity
utilizing PM techniques. This section will provide equations to predict S/N
or BER performance of these systems, based upon the C/N, performance of the
satellite link. '

NOTE

The following equations provide accurate results for systems
operating 2 dB above the demodulation threshold.

Message S/N

Message transmission uses FDM-FM techniques to multiplex many voice channels
into one baseband signal. Due to the triagular noise spectrum inherent with
FM demodulation, the S/N is dependent on the channel frequency. The
following equation can be used to calculate the S/N performance:

AF
S/N =C/N - 10 log (2B..\ + 20 1 tt) P+ w
/N =N, °9 (ZBcn) °9<Fc>



where:

C/N, = link carrier-to-noise ratio in dB-Hz

Becn = channel noise bandwidth

AFy¢ = peak deviation of IF signal produced by test tone signal
Fe = channel frequency

P = preemphasis advantage

W = weighting advantage

The preemphasis advantage is also dependent on the channel frequency and can
be calculated using the following formula:

P=5-10Tog 1+ 6.3
5.25 )
fr\. [fe
Fe Fo
where:
Fc = channel frequency
Fr = 1.25 x maximum baseband frequency

The weighting advantage can be calculated using,

B
W=2.5+ 10 log <3 ‘i’(;o)

SCPC S/N

SCPC stands for "single channel per carrier," implying each channel has its
own FM carrier. The following equation can be used to analyze SCPC S/N:

2
S/N = C/N, + 10 log 3<1§—F> - 10 log 2B, + P + C

m
where:
C/N, = link carrier-to-noise ratio in dB-Hz
AF = peak deviation of IF signal produced by test tone signal
Fm = highest baseband frequency
Ba = audio filter noise bandwidth
P = preemphasis advantage
c =

companding advantage



Video S/N

Baseband video signals are modulated on a single IF carrier, generating a
wideband FM signal. This baseband signal includes video information and sync
tips for horizontal line synchronization. Since the sync tips do not contain
video information, they are excluded from the following S/N calculation:

S/N = C/Ny + 10 Tog 12 + 20 log AF¢ - 30 log B, + P + W

where:
C/N, = link carrier-to-noise ratio in dB-Hz
AF; = peak deviation of IF signal produced by the "video" portion
of the baseband signal
By = noise bandwidth of the baseband video filter
P = preemphasis advantage
W = weighting advantage

Audio Subcarrier S/N

The audio portion of a television signal is usually transmitted as an FM
subcarrier added to the video baseband, forming a composite baseband. On the
receive side, the S/N from the video demodulator is the C/N input to the sub-
carrier demodulator. The following equations present techniques to calculate
(C/N)gc and SIN

prom’
AFsc
(C/N)ge = C/N, + 20 Tog —=C ) - 10 log 2By,
sC
where:
(C/N)¢. = carrier-to-noise of the audio subcarrier input to the
subcarrier demodulator
C/N, = 1ink carrier-to-noise in dB-Hz
AF ¢ = peak deviation of IF carrier produced by subcarrier signal
Fec = frequency of subcarrier
B = noise bandwidth of predetection subcarrier filter

SC



AF AF
SMNgprgn = C/Ny + 20 log <F22> + 20 log ﬁ) - 10 log B, - 1,25 + P

where:

C/N, = link carrier-to-noise ratio

AFSc = peak deviation of IF carrier produced by the subcarrier

signal
Fse = frequency of subcarrier signal
AF, = peak deviation of subcarrier produced by audio signal
Ba = noise bandwidth of audio baseband filter
P = preemphasis advantage

Digital BER

Digital systems use slightly different parameters to define the performance
of link. A term Ey/Ny or energy per bit is used instead of C/N,. They
are related by the following formula:

E,/Ny = C/N, = 10 log BR

where:
.C/No = link carrier-to-noise ratio in dB-Hz
BR = bit rate being transmitted

The equations that quantify the performance of a digital link are complex.
Instead of providing these equations, sample performance charts will be shown
to indicate performance (Figures 1 and 2).

Notice, instead of S/N the digital systems use Bit Error Rate (BER) to define
the performance of the system.
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Figure 2. Coding Performance



EIRP, = P, + Gt

S = EIRP, - 162.5

N, =k T, B,

(C/N°>u =S + G/T - 20 log F(GHz) - 21.45 + 228.6 (dB-Hz)

Downlink
€/Ng) 5 = G/T + EIRPg - 228.6 - Lg - Ly
= 4rR
Lg = 20 log <_T>
C/N = C/N, - 10 log B,
Overall
= 1 =
(/o) = — - or  (M/2) = (ho/8)  © (No/C),
C/N C/N
( Mo u)® ( / °> D
where
@ = denotes power addition
SCPC
- AF \?
S/N = C/Ny + 10 log 3(-':—) - 10 log 28, + P + C
" m
Video
S/N  =C/N, + 10 log 12 + 20 log AF - 30 Tog B, + P + W
Message
AFtt
S/N = C/N, - 10 Jog (2B, + 20 log ) P+W
Digital

E,/N, = C/Ng - 10 log BR



Glossary
EIRP
PO

G

of Symbols

Effective Isotropic Radiated Power

HPA output power in dBW

Transmit antenna gain in dBi

Flux density in dBW

Noise power density per unit bandwidth

Boltzmans constant = 228.6 dB-Hz or 1.38 * 10-23 Joule/K
Equivalent noise temperature in K

Filter noise bandwidth

Carrier power in watts

Earth Station Figure of Merit dB/K

Spreading loss

Polarization efficiency loss

Distance from earth station to satellite in meters
Wavelength of signal

Peak deviation (If video signal, this includes sync tips)
Highest baseband frequency

Audio filter noise bandwidth

Preemphasis advantage in dB

Companding advantage in dB

Peak deviation produced by that part of the video signal
defined to be the "signal"

Video filter noise bandwidth
Weighting advantage
Message baseband channel bandwidth

Peak deviation due to test tone
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Interference Analysis

James H. Cook. Jr.

Introduction

The consideration of interference in a satellite communications system is
important, not only for being interfered with, but generating interference
into existing systems. It is mandatory for a proposed transmit system in the
United States to submit to the Federal Communications Commission (FCC) a
coordination filing which includes an interference analysis. This analysis
must show the impact of the proposed system on existing operational systems
and must meet the allowable interference requirements of the FCC. Coordina-
tion for receive-only systems is not mandatory and is only necessary when the
system desires interference protection from future transmitting systems.

To demonstrate the analysis procedure, a typical 7-meter broadcast FM/TV
system 1is considered. The model is described below with the supporting
calculations for the interference study.

Model for Interference Analysis

The interference analyses presented in the following sections are based on
models for the antenna characteristics, the geostationary satellite systems,
and the spectral characteristics for the desired and interfering carriers.
In this section the key assumptions upon which these models are based are
described and examined. The single-entry model for adjacent satellite inter-
ference is also discussed.

Antenna Characteristics

The primary characteristics of the antenna which affects the interference
analysis is the angular discrimination, the gain differential between the on-
axis peak to an off-axis angle for an interference source. For this analysis
the radiation patterns of all earth station antennas are characterized by the
standard envelope (32-25 log 8) dBi out to 48 degrees and -10 dBi from 48
degrees to 180 degrees. (See Introduction to Earth Station Antennas in
this digest.) In actuality, the antenna radiation patterns fall below this
envelope for most of the region between 1 and 180 degrees, so this is a
1imiting case assumption. Table 2-1 shows the angular discrimination calcu-
lations for various earth station antenna sizes. No angular discrimination
is assumed for the satellite antennas in the adjacent satellite interference
analysis. ‘



Table 2-1. Angular Discrimination of Earfh Station Antennas

Transmit Receive

Antenna

Diameter Gain Discrimination Gain Discrimination

(meters) (dB1i) 4.2° 5.25° (dB1) 4.7 5.25°
3.06 39.5 23.1 25.5
4.6 46.3 29.9 32.3 43.5 27.1 29.5
5.0 47 .4 31.0 33.4 44 .5 28.1 30.5
7.0 49.4 33.0 35.4 47.5 31.1 33.5
10.0 53.5 37.1 39.5 50.9 34.5 36.9
13.0 56.0 39.6 42.0 52.0 35.6 38.0
30.0 63.3 46.9 49.3 60.3 44.5 46.9

Satellite Characteristics

The characteristics of the present geostationary communications satellites
illuminating the U.S. are shown in Table 2-2. These :zre used as guidelines
for analyses of the adjacent satellite interference effects.

Based on a stationkeeping accuracy of 0.1, the worst-case orbital separation
is 3.8 degrees. The resulting effective angular separation of the earth
station for worst-case viewing angle for the 48 contiguous states is computed
to be 4.2 degrees. (See Appendix A). In all calculations presented, an
angular offset of *4.2 degrees is used with the exception of the case of the
Anik satellites, which have a 5-degree orbital separation and an effective
5.25-degree angular separation.

The analyses in the following sections assume the nominal values for EIRP
shown in Table 2-2. For those cases which do not refer to specific satel-
l1ite, an EIRP of 34 dBW is used.

Table 2-2. Interfering Satellite Parameters

Parameter WESTAR COMSTAR SATCOM ANIK
EIRP Range (dBW) 33-36 33-37 33-37 33-36
EIRP Nominal (dBW) 34 35 34 34
Transponder Saturation -82 -74 -83 -82
Flux Density (dBW/m!)
Longitude (degrees) I 99° A. 128° I 135° Al 104°
Il 123.5° B. 95° IT 119° AITl 109°

III 91.0° c. 87° II1*(132°) AITI 114°

*Not presently in orbit.




Polarization Effects for Adjacent Satellite

The RCA satellite system utilizes a 20-degree polarization twist for a
24-transponder dual-polarized frequency plan. This results in a polarization
discrimination effect for interference into and from other domestic satellite
systems. The polarization discrimination angles between the RCA system and
all other domestic systems are listed in Table 2-3.

The polarization twist produces an added isolation for interference signals
from other satellites, in addition to that given by the angular discrimina-
tion in Table 2-1, to the extent that the transmit or receive polarization is
maintained in the sidelobes for the antennas in the satellite system.

Table 2-3. Polarization Discrimination Angles’

WESTAR & ANIK COMSTAR
RCA up down up even up odd down even down odd
Up even 20° 70° 70° 20° 20° 70°
Up odd 70° 20° 20° 70° 70° 20°
Down even 70° 20° 70° 20° 20° 70°

Down odd 20° 70° 20° 70° 70° 20°

For an ideal antenna which maintains the desired polarization through the
sidelobe region, this provides an isolation of 9.3 dB (20 log cos 70°) for
transponders with a 70-degree relative polarization, or 0.54 dB (20 log cos
20°) for those with a 20-degree relative polarization.

In reality, the cross-polarization isolation is probably less than 10 dB in
the close-in sidelobe region for adjacent satellite signals. The isolation
factors computed above for the 20 twist angle are thus modified by the imper-
fect polarization of the sidelobes. Since for the 20-degree factor, the
effect of the twist angle is relatively insignificant even in the ideal case,
this effect is not included in the analyses which follow. However, it may be
possible to reduce a potentially disruptive interference carrier from an
adjacent satellite by selecting a 70-degree twist transponder:for the ser-
vice. This may yield 4- to 6-dB additional isolation depending on the
antenna performance.

Spacecraft Polarization. The spacecraft antenna has a minimum cross-
polarization isolation of 36 dB. For these calculations, it is assumed that
the satellite transponder of interest transmits and receives only signal
components of the desired polarization.



Cross-Polarization Interference. The interference signals from the cross-
polarized transponders must also be considered in this analysis. Table 2-4
presents a summary of the polarization isolation factors for uplink and
downlink. Since the characteristics of the cross-polarized transponders
(uplink saturation flux density and downlink EIRP) are considered identical
for this analysis, the uplink and downlink factors can be combined into a net
isolation factors, as shown.

Cross-polarized transponders are centered on 20-MHz offset frequencies, so
that the center frequency for one polarization falls between those of the
adjacent cross-polarized transponders. The isolation provided by the carrier
offset combined with the spectral characteristics (produced by modulation)
must be used to determine the interference signal level for this source.

Table 2-4. Internal Satellite Cross-Polarization Isolation Summary

Factor Isolation (dB)

UPLINK

E.S. Antenna, 7 meter; 0.13° rms pointing for 45 mph winds 30.0
gusting to 60 mph plus 0.1° satellite station keeping error
= 0.23° pointing error

Rain* 31.0
Faraday Rotation* ' 35.0
Satellite Antenna 36.0
Net Uplink Isolation** 26.3
DOWNL INK
E.S. Antenna (0.23° rms pointing) : 30.0
Rain* 34.0
Faraday Rotation* 27.0
Satellite Antenna 36.0
Net Downlink Isolation** 24.4
Net Link Isolation** 22.2

* Degradation not exceeded 99.9% of the time.
** Based on power summation.




Single-Entry Adjacent Satellite Model

The computation of interference from other satellites is accomplished in this
analysis by the single-entry method, to account for the effects associated
with signals from the two adjacent satellites and the two semi-adjacent sat-
ellites. For this method, the single-entry interference is computed for an
adjacent satellite at 3.8° (orbital arc) from the desired satellite. Then it
is assumed, as a limiting or worst-case situation, that the same interference
is produced from each of the other interfering satellites. These are com-
bined using power summation and the angular discrimination (32-25 log 8);
the net result is an interference level which is 4 dB higher than the single-
entry level. -

The equations to calculate the adjacent satellite interference are given
below:

(C/1), = (EIRP)gg - 1,gleja{(ﬁnwh - (6;-G(8;)) + Fy+ Pi} B (1)

where:
I® = power summation
(EIRP)ES = Earth station radiated power in dBW
(EIRP); = Effective radiated power of interfering earth station (dBW)
G; = Peak gain of {nterferinq earth station (dBi)
G(o); = Gain of interfering earth station in direction (©); (dBi)
Fi = Frequency discrimination factor for ith earth station
Py = Polarization discrimination factor for ith earth station
N
(C/1)p = (EIRP)gay + G g - :?:G{){(EIRP)i + 6 g (05) + Fy + Pi} (2)
where:

(EIRP)SAT = Effective radiated power of satellite in the direction of
receive earth station in dBW



Gain of the receive earth station, dBi

GES(91) = (ain of the receive earth station in the direction 9;

Fs = Frequency discrimination factor

Pi = Polarization discrimination factor

(C/1) apg.sat = (C/D)y ® (¢/1) (3)

If the single-entry calculation is done for the worst-case ‘interfering sig-
nal, the results yield a limiting value for the adjacent satellite interfer-
ence.

Interference Analysis for FM/TV Service

System Parameters

The interference analysis for the FM/TV service is based on the following
parameters:

Parameter Specificaticn
Transponder EIRP 34 dBW (saturated)
Antenna Size
Transmit 7-meter
Receive 3-meter, 4.6-meter, 5-meter, or l0-meter
Uplink EIRP 80 dBW
Transmit Power 4.5 kW

Interference into the Proposed System

Interference 1into the proposed system can originate from the following
sources:

¢ Adjacent satellite signals
e Internal cross-polarized signals
e Terrestrial microwave signals
These are analyzed separately in the following paragraphs and then combined

to determine the total interference into the system. The results can then be
incorporated in the link analysis.



Adjacent Channel Interference

The worst-case interference from an adjacent satellite occurs when all the
transponder energy is concentrated within the desired signal bandwidth. The
isolation is then produced solely by the angular discimination of the trans-
mit (for uplink) or receive (for downlink) antenna. Thus for a 3.8-degree
orbital separation and a 10-meter antenna, the single entry carrier-to-
interference (C/I) is computed as follows:

Uplink: W,, flux density wanted signal -83 dBW/m?
Wi, flux density interfering signal -82 dBW/m?
AG, 10-meter 37.1 dB
C/T up 36.1 dB
Downlink: E,, EIRP wanted signal 32 dBW
Ei’ EIRP Interfering signal 34 dBW
AG, 7-meter 31.1 dB
C/1 down 29.1 dB
Total C/14p ® C/1goun 28.3 dB

® Denotes power summation.

This analysis ignores polarization effects, which would improve the downlink
contribution somewhat depending on the relative polarization. The net adja-
cent satellite interference is then 24.3 dB, according to the single-entry
method described above.

Adjacent Satellites

Consider a typical frequency reuse system with 24 transponder channels. If
every channel carries traffic, for any one channel, the other 23 channels act
as interference. However, only the four nearest channels in frequency need
to be considered. The four channels consist of two co-polarized adjacent
channels and two cross-polarized adjacent channels. It is assumed that all
the interferences are incoherent. The amount of interfernce can be computed
by convolving the power spectra of the wanted and unwanted signals.

Several types of signals may occupy the adjacent channels such as HBR data,
SCPC, FDM-FM, and FM/TV. It can be shown that the adjacent co-polarized
channels have negligible effect compared to the two adjacent cross-polarized
channels (see Appendix B). The interfering power from these four types of
service is shown below:



Signal Polarization Interfering Power

FM/TV Co- negligible

HBR data Co- negligible

SCPC Cross- -39 dB below saturation
FDM-FM Cross~ -6.45 dB below saturation

The interfering power from the cross-polarized SCPC channel assumes that the
carriers in the 14-MHz shared-frequency band are directly interfering with
the FM/TV channel. The SCPC carriers are assumed to be equally spaced, and
the effects of intermodulation (intermod) are neglected, since the level of
the intermod power spectrum is many dB below the power spectrum associated
with the SCPC carriers.

The C/1 due to the adjacent channels can be calculated by comparing the
wanted to interfering powers. The cross-polarized FDM/FM, carrier-to-
interference ratio for the uplink is

%)

u

6.45 + (XPI)u

6.45 + 26.3
32.75 dB

Hou

The cross-polarized FDM/FM, carrier-to-interference ratio for the downlink
is:

N

O

S
{

= 6.45 + (XPI)

6.45 + 24.4
30.85 dB

D

The cross polarized SCPC, carrier-to-interference ratio for the uplink is:

C _
(T>u = 3.9 + (XPI), + Backoff

Assuming a 4-dB backoff, the (C/I), is:

—_—
= O
N
=

it

7.9 + 26.3
34.2 d8

[}



The cross-polarized SCPC carrier-to-interference ratio for the downlink is:
(%) 7.9 + (XPI)
D

7.9 + 24.2
32.1 dB

D

The total adjacent satellite carrier-to-interference ratio is given by:

"B Bl
By b
9,06\

[
<I>s ADJ. SAT.
26.3 dB

Terrestrial Interference

Terrestrial microwave carriers are centered on frequencies offset by 10 MHz
from the satellite carriers. To analyze the effect of terrestrial carriers
on the FM/TV system, it is necessary to determine the power level of the
interfering signal and the spillover of terrestrial carrier spectra into the
passband of the receiver. The first factor involves site details, such as
angular discrimination and distance to the interfering transmitter. The
second factor can be computed from the spectral distribution projected for
the terrestrail carrier and the filter characteristic of the receiver. For
the purpose of this analysis, it is assumed that the C/I due to terrestrial
microwave is 25 dB minimum.

Summary

A summary of the contributions to interference into the FM/TV system is pre-
sented in Table 3-1. The net carrier-to-interference ratio for this service
is computed from the power sum of the interfering signals.

—jo

Table 3-1. Summary of Interference into FM/TV System, in Terms of
Carrier-to-Interference Ratio

Adjacent Satellite 24.3 dB
Adjacent Transponder 26.3 dB
Terrestrial 25.0 dB
Net C/1, system* 20.3 dB

*Power summation.




Interference Into Other Services

This section presents calculations for interference produced by the 7-meter
FM/TV transmit system into other services. The uplink EIRP is well within
the coordination limits for the transmit stations.

The following analysis of the interference into adjacent satellite services
is based on a satellite EIRP of 34 dBW. The EIRP, space loss, and other
miscellaneous losses are assumed to be identical for adjacent systems so that
the C/I is dependent only on relative EIRP, angular discrimination, and band-
width factors. Although there can be potential additional discrimination
associated with polarization differences between the adjacent systems, this
has been omitted to obtain a worst-case analysis.

Interference into FM-FDM Service

Table 4-1 gives the analysis of interference of the indicated FM/TV system
into a saturated carrier FM-FDM service. The analysis yields a worst-case
C/1 of 29.3 dB, resulting in a negligible effect to the FM/FDM service. Both
the uplink interfering antenna and the downlink receiving antenna are assumed
to be 7-meter diameter for the worst-case. An improvement of approximately
2.4 dB occurs when the downlink receiving antennas are 13 meters in diameter.

Table 4-2 gives an analysis of interference into a multi-carrier FM-FDM ser-
vice. The input and output backoffs are assumed to be 11 dB and 6 dB, res-
pectively. These levels represent typical worst-case backoffs resulting in
the lowest energy densities expected for this type system. The nominal C/I
into multi-carrier FM-FDM systems 1is calculated based on full-transponder
utilization for both desired and interfering carriers.
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Table 4-1. Interference into a Saturated Carrier FM-FDM Service

DOWNL INK
Satellite System
WESTAR COMSTAR ANIK
(13m) (7m) (30m) (7m)  (30m) (7m)
EIRP, wanted signal (dBW) 34.0 34.0 34.0 34.0
EIRP, interfering signal (dBW) 3.0 34.0 34.0 34.0
AG, antenna (dB) 35.6 31.1 44.5 31.1 46.9 31.1
(C/I)p 35.6 31.1 44.5 31.1 46.9 31.1
UPLINK
Flux Density, wanted signal(dBW/m2) -82.0 -74.0 -82.0
Flux Density, interfering signal(dBW/m2)-83.0 -83.0 -83.0
AG, antenna (dB) 33.0 33.0 33.0
(C/1), © 34.0 34.0 42.0 42.0 34.0 34.0
System (C/I), dB* 31.7 29.3 40.0 30.8 33.8 29.3

*Power summation.
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Table 4-2. Interference into Multi-Carrier FM-FDM Service

DOWNLINK
Satellite System
WESTAR COMSTAR ANIK
Receive Antenna Diameter (m) (13) (7) (30) (7) (30) (7)
EIRP, wanted signal (dBW) 28.0 28.0 28.0 28.0 28.0 28.0
EIRP, interfering signal (dBW) 3.0 34.0 34.0 34.0 34.0 34.0
AG, dB 35.6 31.1 44,5 31.1 46.9 33.5
(C/I)D, (dB) 29.6 25.1 38.5 25.1 40.9 27.5
UPLINK
Flux Density, wanted signal(dBW/m?2) -93.0 -85.0 -93.0
Flux Density, interfering signal(dBW/m2)-83.0 -83.0 -83.0
AG 33.0 33.0 35.4
(C/I)u, (dB) 23.0 23.0 31.0 31.0 25.4 25.4
System C/I, (dB)* 22.1 20.9 30.3 24.1 25.3 23.3

*Power summation.

Interference into FM/TV Service

Table 4-3 presents the analysis of interference into a saturated full-
transponder FM/TV service. This results in a worst-case C/I of 22.2 dB8 for
the 3-meter receive antenna, which is in excess of the FCC objective of 22 dB
for these services. For the 4.6-meter and larger receive antenna the C/I is
greater than 25 dB.
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Table 4-3. interference into a FM/TV Service

DOKNLINK
Receive Antenna Diameter
3.0 4.6 5.0 7.0 10.0
EIRP, wanted signal 3.0 34.0 34.0 334.0 34.0
EIRP, interfering signal 3.0 34.0 33.0 34.0 34.0
AG, (dB) 23.1 27.1 28.1 31.1 34.5
(C/I)D 22.5 25.6 26.3 28.0 29.4
UPLINK
Flux Density, wanted signal (dBW/m2) -82.0
Flux Density, intefering signal (dBW/m2) -83.0
AG, (dB) -33.0
(C/1), 34.0
System'C/I (dB)* 22.2 25.0 25.6 26.1 28.1

*Power Summation.

Interference into SCPC System

Many possible types of multi-carrier SCPC systems exist. In order to access
the impact of the FM/TV system on these systems, the number of carriers is
varied from 20 to 1200. The parameters of these systems are listed below in
Table 4-4.
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Table 4-4. Parameters of SCPC Systems

Uplink to Westar

Number of Carriers 20 40 800 1200
Parameter
Noise Bandwidth (kHz) 250 250 35 22.5
Backoff (dB) 4 4 7 7
EIRP (dBW) 60 57 51* 49%
Satellite Gain (dBi) 26 26 26 26
Satellite EIRP, per carrier (dBW) 17 13 +2 0

*Assumes 40% occupancy.

Parameter WESTAR SATCOM 11 ANIK
Transmit Antenna 13M™ ™ 30M
EIRP, total power (dBW) 83.0 80.0 84.0
Transmit Antenna Gain (dBi) 54.3 49.4 63.3
Satellite Gain (dBi) 26.0 26.5-39.5 26.0
Satellite EIRP (dBW) 34.0 34.0 36.0

The interference is calculated in Table 4-5 through 4-7 for three cases,
assuming a 5-meter or 13-meter receive antenna with the WESTAR satellite, and
a 30-meter receive antenna with the ANIK satellite.

Table 4-5. Interference into SCPC Systems; 13M

DOWNLINK
WESTAR (13M)
Number of Carriers 20 40 800 1200
EIRP, wanted signal, (dBW) 17.0 13.0 2.0 0.0
EIRP, interfering signal, (dBW) 14.2 14.2 5.6 3.7
AG, (dB) 35.6 35.6 35.6 35.6
(C/I)D, (dB) 38.4 34.4 32.0 31.9
UPLINK
Flux Density, wanted signal (dBW/m?2) -102.0 -105.0 -114.0 -116.0
Flux Density, interfering signal (dBW/m2) -112.8 -112.8 -111.4 -113.3
AG, (dB) 33.0 33.0 33.0 33.0
(C/I)u, (dB) 43.8 40.8 30.4 30.3
System C/1, (dB)* . 37.3 33.5 28.1 28.0

*Power summation.
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Table 4-6. Interference into SCPC Systems; 5SM

DOWNL INK
- WESTAR (5M)
Number of Carriers 20 40 800 1200
EIRP, wanted signal, (dBW) 17.0 13.0 2.0 0.0
EIRP, interfering signal, (dBW) 14.2 14.2 5.6 3.7
AG, (dB) 28.1 28.1 28.1 28.1
(C/1)p, (dB) 30.9 26.9 24.5 24.4
UPLINK
Flux Density, wanted signal, (dBW/m2) -102.0 -105.0 -114.0 -116.0
Flux Density, interfering singal (dBW/m2) -112.8 -112.8 -111.4 -113.3
AG, (dB) 33.0 33.0 33.0 33.0
(C/T) s (dB) 43.8 40.8 30.4 30.3
System C/I, (dB)* 30.7 26.7 23.5 23.4
*Power summation.
Table 4-7. Interference into SCPC System; 30M
DOWNLINK
ANIK (30M)
Number of Carriers 20 40 800 1200
EIRP, wanted signal, (dBW) 17.0 13.0 2.0 0.0
EIRP, interfering signal, (dBW) 14.2 14.2 5.6 3.7
AG, (dB) 46.9 46.9 46.9 46.9
(C/1)p, (dB) 49.7 45.7 43.3 43.2
UPLINK
Flux Density, wanted signal, (dBW/m?2) -102.0 -105.0 -114.0 -116.0
Flux Density, interfering signal (dBW/m%2) -112.8 -112.8 -111.4 -113.3
AG, (dB) 33.0 33.0 33.0 33.0
(C/1)y. (dB) 43.8 40.8 30.4 30.3
System C/I, (dB)* 42.8 39.6 30.1 30.0

*Power summation
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As can be seen from the analysis, the worst-case C/I was 24.3 dB for the
1200-channel, 5-meter receive system. This level of interference presents no
problem to the system since operating C/Ns of 10 to 12 dB are typical.

Summary

Interference into other systems from a 7-meter FM/TV broadcast system has
been analyzed in the preceding paragraphs. The results obtained from these
caluculations indicate that the proposed system is compatible with the pos-
tulated existing services in the 4- and 6-GHz bands, to the extent that the
C/1 contributions can be treated as additive link noise. The worst-case C/I
values for each of the services considered is listed in the Table 4.8 below:

Table 4-8. Summary of Interference from a 7-Meter FM/TV Broadcast
Service into Postulated Existing Services

Service Worst-Case C/I (dB)
FM-FDM 29.3
Multi-Carrier FM-FDM 20.9
FM/TV, 3M receive 22.2
4 .6M receive 25.0
5.0M receive 25.6
7.0M receive 26.1
10.0M receive 28.1
SCPC, 1200 channels, 5M receive 23.4
13M receive 28.0
30M receive 30.0
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Comments on New Reduced Satellite Spacing

The FCC in August of 1983 has finalized the new satellite orbital assignments
based on a frequency and polarization plan to allow satellite spacing to be
reduced from the present 4° to 2° with an average spacing of 2.5° at C-band.

The implementation of this plan depends on several important technical
achievements including:

a. Sidelobe reduction of transmit earth station antennas from present
(32-25 log ©) dBi envelope to (29-25 log ©) dBi for 1° < © < 7°.

b. A1l frequency reuse satellites.

c. Adjacent satellite, same frequency transponders orthogonally
polarized. ‘

d. Homogeneity of satellite EIRP and saturation flux density char-
acteristics for minimum spacing.

e. Implementation dates dependent upon 1ife of present and next
generation satellites.

The rationale of this document follows this scenario. The reduction of
close-in sidelobes by 3 dB will allow C/I to remain constant when reducing
the satellite spacing from 4° to 3° without any other changes. To reduce
from 3°, a change in operating characteristics other than the earth station
antenna patterns must be controlled. To allow further reduction, polariza-
tion and frequency must be controlled such that additional suppression of
interference be achieved through cross-polarization discrimination char-
acteristics. This will allow acceptable carrier-to-interference for spacings
approximately 2.5°, and with the desired homogeneity of satellite character-
istics acceptable C/I for spacings of 2°.

Since the FCC has implemented a plan based on these conditions, the inter-
ference analysis becomes more complicated in that the single-entry model
cannot be used for the calculations. Instead, the calculations must use
equations (1). (2) and (3).

Antenna Characteristics

The primary characteristic of the antenna which affects the interference
analysis is the angular discrimination, the gain differential between the on-
axis gain, and the gain of an off-axis angle for an interfering source. For
this analysis, the copolarized radiation patterns of the assumed earth
station antennas are characterized by the standard envelope 32-25 log © or
the proposed envelope 29-25 log ©. The cross-polarized radiation patterns
are characterized by 22-25 log © for the standard envelope and 19-25 log ©
for the proposed envelope. In actuality, the antenna radiation sidelobe may
fall below or above these reference envelopes by some predetermined
acceptable level. Any sidelobes which are below the reference envelope and
at the appropriate pointing angles of adjacent satellites would reduce the
interference and, conversely, any sidelobes above the envelope pointing at
adjacent satellites would increase the interference.
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The cross-polarization discrimination of 10 dB is assumed to apply for clear
weather conditions. . During periods of rain, the depolarization of the
incoming signal may reduce this number to O dB.

Satellite Characteristics

The analyses in these comments are based on a satellite deployment model with
co-frequency transponders on adjacent satellites being cross-polarized with
each other. This model does not exist today and cannot exist for a period of
years. Nevertheless, the calculations are performed with this model to
demonstrate the expected result some years in the future. Three cases of
this model have been examined:

1. A homogeneous model in which interfering and desired satellites
have the same saturation flux density and radiated EIRP. (The
radiation patterns yield the same signal strength at any given
location on the ground.)

2. A model in which the interfering satellite EIRP exceeds the desired
satellite EIRP by 2 dB.

3. A model in which the interfering satellite EIRP exceeds the desired
satellite EIRP by 4 dB.

EIRP is a very important consideration. Even at the time of launch, antenna
and transponder characteristics of satellites are such that their initial
EIRP contours on the earth's surface are not identical. Differences in the
initial EIRP contours and differences in transponder aging must be considered
in a practical system. An orbital spacing plan that is predicated on dif-
ferntial EIRPs of less than 2 dB represents an impractical burden, both on
the satellite manufacturers and on the FCC in assuring compliance with a more
stringent specification. It is suggested that the calculations for the first
case ?equal EIRPs) not be taken as representing a practical case.

The calculations do not include station-keeping inaccuracies and are based on
geosynchronous rather than topocentric angles. An average topocentric angle
for the continental United States (CONUS) can be estimated by multiplying the
geocentric angle by 1.08.

Existing Satellite Parameters. In order to consider the reasonableness of a
homogeneous satellite model, a compilation of EIRPs at various Tocations
within CONUS was made (Table 1) for the existing C-Band satellites. In the
eastern section of the orbital arc, 91°W to 99°W, the average EIRP difference
between WESTAR I, WESTAR II, COMSTAR D1, and COMSTAR D2 at the ten sample
sites is 0.94 dB with a maximum EIRP difference of 2.5 dB. In the western
section of the orbital arc, 119°W to 135°W, the average EIRP difference
between COMSTAR D4, WESTAR II, RCA F1, and RCA F2 is 3 dB with a maximum EIRP
difference of 4.3 dB. The EIRPs used in this comparison are published values
and do not take into consideration any decrease in performance due to aging.
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61

WESTAR COMSTAR WESTAR RCA WESTAR COMSTAR RCA

1§ D-1 D-2 | F-2 il D-4 F-1

9i1°wW 95 °W 95°W 99°W 119°wW 123 .5°W 128°W 135°W

Site 4160H 3920W 3940H 4160H 3720H 4160H 3980H 3720V
Atlanta, GA 35.5 34.8 34 .8 35 .4 32.3 34.9 35.6 33.2
Bangor, MA 33 .1 33,7 34,2 33.5 30.8 34 .2 35.1 33.8
Brownsville, TX 31.5 34 .0 33.9 32 .2 30.7 32.9 34 .1 30 .2
Denver, CO 3545 35.7 35.6 3545 34.5 34.9 36.3 34,2
Kansas City, MO 35.5 35.8 36.0 34,5 34,1 34.9 36.3 34 .2
Los Angeles, CA 34.1 34 ,6 34 .3 34 .0 33 .1 34.9 3547 31.8
Miami, FL 33.0 33.2 33,0 33,7 28.5 31.9 31.8 29.4
Minneapollis, MN 34 .6 35.0 35.3 34,1 33.7 34 .5 34,9 34,2
New York, NY 34 .8 34.5 34,5 34,9 31.4 34,7 35,7 33,7
Seattle, WA 35 .1 34 .5 34.5 34,6 34,6 33.5 34,7 33.5
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Interference into the New System

Interference into the new system can originate from the following sources:
e Adjacent satellite signals
e Internal cross-polarization signals
e Terrestrial microwave signals

These are analyzed separately in the following paragraphs and then combined
to determine the total interference into the system.

Adjacent Satellite Interference. Interference from adjacent satellites
occurs in two ways: uplink interference from earth stations transmitting to
adjacent satellites and downlink interference from adjacent satellite trans-~
mission into the desired earth station. The interference in both the uplink
and downlink consists of many signals, but is primarily caused by the co-
frequency channels/or transponders and the two 20-MHz offset-frequency chan-
nels in a frequency reuse system. For the system propsed by the Commission,
the primary interferers are:

a. The co-frequency, cross-polarized channel on the first adjacent
satellite on each side.

b. The two 20-MHz offset-frequency, co-polarized channels on the first
adjacent satellite on each side.

c. The co-frequency, co-polarized channel on the second adjacent
satellite on each side.

d. The two 20-MHz offset-frequency, cross-polarized channels on the
second adjacent stallite on each side.

The contribution to interference of satellites at positions greater than four
degrees from the desired satellite tends to be somewhat noise-like in that it
is the result of a number of small relatively non-coherent signals.

The equations for calculation of the adjacent satellite interference are
given below:

N
(c/1), = (EIRP) g - ii:l(Dl(EIRP)i - (6; -6(0;)) + F. + Pl dB
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I ® = Series power summation

(EIRP)ES = Earth station radiated power in dBW

(EIRP); = Effective radiated power of interfering earth station (dBW)
G; = Peak gain of interfering earth station (dBi)

G(o)4 = Gain of interfering earth station in direction (0); (dBi)
F; = Frequency discrimination factor for ith earth station

Py = Polarization discrimination factor for ith earth station

N
(C/1)p = (EIRP)gpr + Gps - 121@ !(EIRP)i + Geg (0,) +F. + P,

where:

(EIRP)gar = Effective radiated power of satellite in the direction of
receive earth station in dBW

Ggs = Gain of the receive earth station, dBi

Ges(©5) = Gain of the receive earth station in the direction e

Fj = Frequency discrimination factor

Ps = Polarization discrimination factor

1

where:
@® = Power summation

The polarization discrimination factor in the above equations is the system
discrimination rather than that of the receive or transmit antenna alone. A
well-designed dual Tlinearly polarized antenna can achieve excellent cross-
polarization discrimination on or near the main beam axis (greater than 30 dB
relative to the copolarized energy) and reasonable rejection of the cross-
polarized signals in the close-in sidelobe regions. The adjacent satellite
signals are received through the sidelobes of the earth station antenna;
therefore, the proposed 19-25 log © envelope is assumed in the analysis.
This assumption, rather than being conservative, is optimistic when one con-
siders the interactions of the ionosphere and atmosphere on the transmitted
and received signals, the purity of the initial transmitted signals (from the
earth station and/or the satellites), and the polarization angle alignment
between satellites. A more conservative and, probably, more realistic anal-
ysis would assume the same levels of copolarized and cross-polarized energy
in the off-axis regions.
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The frequency discrimination factor is related to the spectra of the desired
and undesired signals. This factor can range from 10 to O dB dependent upon
the interfering power from different services. For example, the Fi term
where an AM-FM/TV signal is interfering with an FM/TV signal occupying the
same bandwidth, would be 0 dB. For a 20-MHz offset-frequency FM/TV signal
30 MHz bandwidth) interfering with an FM/TV signal, the F; term would range
between 3 and 10 dB depending on the characteristics of the video signals.
It is suggested that for typical FM/TV signals a value of 6.5 dB is more
realistic than the 8.0 dB assumed in the FCC analysis.

Internal Interference. The internal interference in a satellite system is
primarily due to the two adjacent 20-MHz offset-frequency, cross-polarized
channels. The interfering power from different services has been calculated
by convolving the power spectra of the individual services and is given in
Appendix B.

Terrestrial Interference. Terrestrial microwave carriers are centered on
frequencies offset by 10-MHz from the satellite carriers. To analyze the
effect of terrestrial carriers on the FM/TV system, it is necessary to deter-
mine the power level of the interfering signal and the spillover of the
terrestrial carrier spectra into the passhand of the receiver. The first
factor involves site details, such as angular discrimination and distance to
the interfering transmitter. The second factor can be computed from the
spectral distribution projected for the terrestrial carrier and the filter
characteristic of the receiver. For the purpose of this analysis, it is
assumed that the C/I due to terrestrial microwave is 25 dB.

Interference Analysis for FM/TV- Service. The interference for the FM/TV
service is based on the following parameters:

Parameter Specification

Transponder EIRP 34 dBW (saturated)

Antenna Size

Transmit 10 meter
Receive 3 meter, 4.6 meter, 5 meter, 7 meter,
or 10 meter
Uplink EIRP 80 dBW
Transmit Power 4.5 kW

Each of the antennas listed above is presently used in FM/TV systems. Many
are licensed and regulated and therefore "protected" from interference in
certain respects. Many receive-only stations are unlicensed and not pro-
tected. In the new satellite environment, the antennas of unlicensed sta-
tions which serve many motels, churches, apartment complexes, CATV and MATV
systems, will receive additional interference although it may not result in
unacceptable operation.

The results of the analysis are presented in Figures 1 through 8; two figures
are included for each antenna. All assume a polarization discrimination
factor of -10 dB and frequency discrimination of 6.5 dB; one is for the pro-
posed sidelobe envelope and the other for the existing sidelobe envelope.
The frequency discrimination factor was assumed to be 6.5 dB. Each figure
includes three cases of desired signal EIRP relative to interfering signal
EIRP, and the effect of variable terrestrial interference is shown.
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Figure 1. Carrier-to-Interference Ratio vs. Satellite Spacing for a 10-
Meter Uplink and a 3-Meter Downlink. FX = 6.5 dB
PX = 10 dB. Proposed 29-25 Log © Envelope and Adjacent
Satellite Polarization Interleaving.
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PX = 10 dB. 32-25 Log © Pattern Envelopes and Adjacent
Satellite Polarization Interleaving.
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Meter Uplink ana 7-Meter Downlink. FX = 6.5 dB PX = 10 dB.
Proposed 29-25 Log © Pattern Envelopes and Adjacent
Satellite Polarization Interleaving.
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Figure 6. Carrier-to-Interference Ratio vs. Satellite Spacing for a 10-
Meter Uplink and 7-Meter Downlink. FX = 6.5 dB PX = 10 dB.
32-25 Log © Pattern Envelopes and Adjacent Satellite
Polarization Interleaving.
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Appendix A
The geostationary orbit for a satellite is a circle lying in the equatorial

plane which has a radius of:

Rq = 6.611 R, (1)

where:

R, is the radius of the earth (3959 statute miles).

The location of the satellite is specified by the corresponding longitude
coordinate, L .. For a station at a given-latitude and longitude, the slant

range r from the station to the satellite is given by:

/
r =R, (6.6112 + 1-2 (6.611) cos (H) cos (AL))1 2 statute miles (2)

where:

AL

station longitude — satellite longitude

H station Tatitude

It is apparent that the angular separation between two satellites as seen by
an earth station is dependent on the station latitude and longitude and the
longitudes of the two satellites.

Earth Station located
at longitude L, and Latitude H.

Earth

Satellite A
Satellite B

Figure A1. Geometry of Two Satellites as Viewed from Earth Station
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The separation distance,‘KE, between satellites A and B can be calculated
from the law of cosines for the triangle 0AB in Figure Al.

AB = (ZRS (1 - cos 8))1t/2 (3a)
AB = R, (2 (6.611)2 (1 - cos 8))1/2 (3b)
where:

8 is the orbital arc separation between satellites.
The triangle SAB in Figure Al can be used to calculate AB also.

= 2 2 . 1/2
B (ra try Zra ry cos ) (4)

where:

a is the effective angular separation between satellites A and B as
viewed from the earth station, S.

Equating (3b) and (4) yields an equation relating a and 8.

Ry2 (2 (6.611)2 (1 - cos 8)) =r 2 + rp2 - 2r ry cos a (5)

CosS a = [}az + rb2 - R.2 (1 - cos Bﬂ /Zrarb

9

Substituting for r, and ry (from equation 2) yields:

2(6.611)2 (1 - cos 8) = [((6.611)2 + 1-2(6.611) cos H cos aL,]]
+ [((6.611)2 + 1 -2(6.611) cos H cos ALg)] - 2 [((6.611)2 + 1

- 2(6.611) cos H cos aLp)t/2][((6.611)2 + 1 - 13.322 cos H cos ALg)l/2] cos «

Since several constants recur in this equation, it is convenient to identify
them as Cs.

C, = (6.611)2 = 43.70532
C, = C, +1=44.70532
C, = 2(6.611) = 13.222

Substituting Cs and solving for cos a yields:

i 2C, - C3 cos H (cos ALA + cos ALB) -2C, (1 - cos B8)
cos a = 6)

2(C, - C5 cos H cos ALA)“2 (C, - C;3 cos H cos ALB)“2
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It is now of interest to calculate the effective angular separation for
adjacent satellite orbit positions as viewed by earth stations located in the
continental United States for the orbital segment, 70°W to 135°W for g =
3.8°; equation 6 becomes:

2C, - 0.19218 - C3 cos H(cos AL, + cos alg)

os @ 2(C, - C; cos Hcos ALp)1/2 (C, - C3 cos H cos ALg)!/? (7)
Appendix B:
Adjacent Channel Interference Analysis
Introduction

Adjacent channel interference can be computed by convolving the power spectra
of the wanted and unwanted signals. In the following analysis it is assumed
that all the interferences are incoherent. The power spectra ef each signal
is described. The individual signals are Frequency-Division-Multiplex-
Frequency Modulation (FDM-FM), Television-Frequency Modulation (TV/FM), High
Bit Rate Data (HBR, i.e., 4 ¢ PSK), and FM Single-Channel-per-Carrier (SCPC).

Power Spectra of an *FDM-FM Carrier

The spectrum of a carrier that is frequency modulated by a multiplexed tele-
phony baseband is, in general, a complicated function which depends on many
parameters. When the baseband signal consists of many single-sideband,
frequency-muitiplexed telephone channels, it is often convenient to simulate
the baseband signal by an equivalent band of random noise. The determination
of the power spectrum when the modulating signal consists of random noise
involves considerable analysis. A particular case, often assumed in the
analysis of a radio system, is that of FM by a random noise signal of uniform
power sensitivity. (Proc. IEEE, Part B, Vol. 108, pp 75-89, Jan. 61). The
shape of the power spectrum in this case largely depends on the modulation
index (rms modulation index is useful since the modulating signal is a random
noise voltage).

When the rms modulation index is very small and the Towest modulation fre-
quency is not zero, a bounded continuous spectrum results, together with a
residual carrier at the mean carrier frequency as shown in Figure Bl (the
case of m = 0.1, m2/x1 = 0.1, x, = f,/f,). The residual carrier corresponds
to the carrier component of the spectrum with a single modulating frequency.
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Figure B1. Power spectrum of a FDM-FM carrier for RMS modulation
index m=0.1 ~ 1.0. S(f)f, is expressed in dB relative to un-
modulated carrier power (normalized for unit carrier power)

For intermediate values of rms modulating index, power spectra based on
measurements are believed to be the most reliable. Normalized spectrum
curves obtained from measurements are shown in Figure Bl for eight values of
m between 0.1 and 1.0.

When the rms modulation index is larger (>1.5), the mean power spectrum
normalized for unit carrier power is of the form:

1

S¢(f) = — exp (-f2/202)

where:

o = multichannel rms deviation in MHz

f = frequency relative to carrier frequency in MHz

multiplexed telephone baseband signal, sumulated by a random
noise signal of uniform power spectra.

b=
—_
ot
~

n

Figure B2 shows the power spectrum when rms deviation is 4 MHz. In order for
rms modulation index, m, to be greater than 1.5, the highest modulation fre-
quency has to be less than 2.96 MHz resulting in Carson's bandwidth of 34
MHz. In this case, 705 voice channels can be multiplexed.
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Figure B2. Power spectrum of a FDM-FM carrier when rms modulation
index is large
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According to H.W. Evans, Bell Laboratories, the power in any 4-kHz band is at
least 30 dB below (i.e., 66 dB/Hz) the power of the unmodulated carrier when
the peak frequency deviation ratio is three, using Bell System standard pre-
emphasis. These calculations assumed the FM spectrum of a band of white
noise is similar to the spectra of preemphasized FM/TV signals near the
carrier where the density is highest.

According to the power spectra shown on page 461 of Bell Laboratories "Trans-
mission Systems for Communications," the power spectra is almost flat over
the bandwidth of 2fr and drops outside of this range with the rate of
change dependent upon the rms phase deviation. The power spectral shape
reported by COMSAT is similar. It is flat over #12.5 MHz from the carrier
and

2(af) + f)
2(12.5 + 5.5) = 36 MHz

Brr

If we assume most of the power is contained in this 25-MHz band at this fre-
quency deviation, the power in any 1-MHz band is 15 dB below the power of the
unmodulated carrier (10 log (1/25) = -14 dB). See Figures B3 and B4.

35




0 L ) L] L) 1 A L] d ] 1 1 1
c
Q L
- d
£ 10 b a hd
= c
2o -
H b
8 20}
°
2 -3
< a
- -30
3 B
=]
£
5 <40 |-
2 L RMS Phase  Carrier Pow.
é’ S0k 2“'"3"; Tot. Sig. Pow.
s ‘
2 i a 0.25rad. 0.940
@ 6ok b 0.50 rad. 0.779
s ¢ 0.707 rad. 0.608
o L d 1.0rad. 0.368
E 70 EY L i 1 Il 1 1 1 'l 1 L
& fo-2f, fof, £ fotf,  f+2f

f (in MHz) ——>»

-14 dB/MHz <=3 -74 dB/Hz

-24 dB/MHz <«—» -84 dB/Hz

34 I
=
o,
@
.44 £
£
N
T
54 =
n
N
-
-64 I
*b
.74 s
=
2
[
-84 &

Figure B3. Sideband Spectra of a Carrier Phase-Modulated by a Baseband
Signal Consisting of a Flat Band of Random Noise which

Extends fromQOtof r Hz

L 4 v 1 L8 T d 1 ] T
N
T N
Se—»I |
m m
L] h-}
0 oL Spectrum due to
ﬂ / spreading signal only
10 70 k= I
-20 80 |- assumed for
: = / typical video signal
30 00 |- I
, |1
I
-40 -100 - H
1
]
50 110 | 1
i
60 120} : :
]
1 1 | 1l L 1 1
-30 20 -125 -10 0 10 125 20 30

f (in MHz) —»

Figure B4. Spectral “Mask” for FM/TV Carrier

36




I
| 1
i I
1 A
i 1
{ 1
| .
i 1
A ' — e, A f(in MHz)
-20 125 125 20
Figure BS. :pproximate Power Spectrum of a FM/TV Carrier used for the
nalysis

Power Spectrum of a 40 -PSK Carrier (High Bit Rate Data)

The primary cause of adjacent channel interference from PSK carriers is the
power spectrum spreading due to TWT non-linearities. Power spectrum spread-
ing is discussed extensively by Lyons, "Effects of PSK Spectral Spreading in
a Satellite Transponder," IEEE International Comm. Conf., pp 363-1, dJune
1974, and will not be discussed here,

The power spectrum shown in Figure B6 below will be used for this analysis.

1‘ S{f)

-17dB/MHz ecemenem 60 MbHz/sec

0 dB back-off

-33 dB/MHz

o W

» f (MHz)
-20 15 0 15 20
Figure B6. Approximate Power Spectrum of a 4@-PSK Carrier (high bit
rate data)
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Power Spectrum of SCPC Carriers and Associated Intermod

The primary interference of SCPC carriers is due to the carriers themselves
and not to the associated intermod power spectrum. Theoretical investigation
has shown that the intermod spectrum peak is 16 below the carrier level and
therefore will be neglected in this analysis.
Interference to a FM/TV Channel

Let T denote the interfering power without taking the polarization isolation
into consideration, expressed in dB below saturation.

I =10 log (S(f,) + 10 log (B)), dB below saturation
where:
S(f,) = power spectral density at f, (MHz)

f, = frequency from the center of the power spectrum of an interfering
signal to the FM/TV carrier

B = RF noise bandwidth associated with an FM/TV carrier (MHz)
For FDM/FM-Co-Polarized:

1
10 log | ———— exp ( - 402/(2 x 42))| + 10 log (B)
[: (2n)(16) ::] :

10g9(1.9339 x 10723) + 10 log B
-227 + 10 loa B

—
n

negligible

For HBR Data:
I

-17 dB/MHz + 10 log B

_ =17 dB (25 MHz) + 10 log B
T MHz

-425 + 10 Tog B

negligible
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FOM-FM Cross Polarized:

I =10 log [_/_:3 /21 exp (-f2/ 202) d{l

nmao

where:
o = 4 MHz
I = 10 log (0.2266)

= -6.45 dB below saturation

SCPC Cross-Polarized

By assuming that SCPC carriers in 14-MHz band (17 MHz - 3 MHz) are directly
interfering with FM/TV channel, the interfering power will be:

I

10 log (14 MHz/34 MHz)

-3.9 dB below saturation

|
|
|
l
|
|
|
|

DATA \ T{V FDM-FM

A
40 MHz ;|

Figure B7. Interference Model to a TV Channel for Typical Reuse Satellite




C/1 Due to Cross-Polarized FDM/FM Channel:

For the offset cross-polarized FDM/FM channel, the interfering power I is
-6.45 dB below saturation. This means that the interfering power into the
FM/TV channel on the uplink is:

P; = -81.5 dBW/m? + (-37 dBm2) + G - 6.45 - (XPD),

sat

The power of the FM/TV carrier on the uplink is:
P. = -81.5 dBW/m?2 + (-37 dBm2) + Ggat
saturation flux density = -81.5 dBW/m?2

effective area of isotropic = -37 dBm?

Therefore, the carrier-to-interference ratio on the uplink is:

Gau = 6.45 + (XPD),

where:
XPD is the polarization discrimination to the cross-polarized signal.
For the downlink, the interfering power is:

Pp = 32 dBW - Path loss + Ggg  -6.45 -(XPD)D

The FM/TV carrier power on the downlink is:

PC = 32 dBW - Path Loss + GES

Therefore, the carrier-to-interference ratio on the downlink is:

I

G%D = 6.45 + (XPD)D

Then, the total carrier-to-interference ratio will be:
c_v/C C
T~ (I)u @(T)D
= (6.45 + (xpD)y) (H)['6.45 + (xPD)p)

where:

<:>denotes power summation
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C/1 Due to Cross-Polarized SCPC Channel:

For the offset cross-polarized SCPC channel, the interfering power, I is
-3.9 dB below saturation. This means that the interfering power into the
FM/TV channel on the uplink is:

P; = (-81.5 dBW/m? - input backoff) + (-37 dBm2) + Gg,¢
~3.9 - (XPD),

The power of the FM/TV carrier on the uplink is:

P. = -81.5 dBW/m2 + (-37 dBm?) + Gt

Therefore, (%)u = + 3.9 + input backoff + (XPD)
Typically input backoff = 4 dB

(%)u = 47.9 + (XPD),

On the downlink, the interfering power is:

P = (32 dBW - output backoff) - Path Loss + Ggg - 3.9 - (XPD)p

and the power of the FM/TV carrier is:

PC = 32 dBW - Path loss + GES

Therefore, (%) = 3.9 + output backoff + (XPD)D
D

Qutput backoff = 2.6

(%) = 6.5+ (xvD)

I 0 D

Total carrier to interference ratio will be:

F = ]9+ e [ J6.5 + (xp0),

Total C/I for System

<%)s ) (%) FDM/FM ® (%) SCPC
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Polarization: Typical Site Central United States

I. Uplink

Satellite 35 dB

Ground Station 35 dB 28.0 dB
Faraday 35 dB

II. Downlink

Satellite 35 dB
Ground Station 35 dB 26.0 dB
Faraday 29 dB

ITI. Atmospheric Effect - 25° Elevation Angle

% Time Rain Rate 4 GHz 6 GHz
99.0 1/2"/hr 33.0 30.5
99.9 1-1/2%/hr 25.0 21.0
99.99 3"/hr 20.0 16.5

IV. Polarization Discrimination

% Time 4 GHz 6 GHz
99.0 22.8 23.1
99.9 19.5 17.8
99.99 16.5 14.5

V. Carrier-To-Interference TV/FM

% Time (XPD), (XPD)p (c/1), (C/I)p  (C/1)g
99.0 23.1 22.8 27.10 26.56 23.81
99.9 17.8 19.5 21.2 21.26 18.22
99.99 14.5 16.5 18.6 17.96 15.26

A more thorough examination of this subject is contained in a RCA American
Communications transmission engineering report prepared by Dr. M.K. Lee.
This report is entitled, "Overall System Cross-Polarization Isolation and
Interference from Cross-Polarized Channels in the Spectrum Reuse System,”
Report No. TER-008-75. The discussion and analysis of this paper contains
concepts and details that are presented in this report. Appreciation is
noted for Dr. Lee's work.
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Introduction to Earth Station Antennas

James H. Cook. Jr.

Introduction

An earth station antenna system is made up of many component parts such as
the receiver, low-noise amplifier, antenna, etc. A1l of the components have
an individual role to play and their importance in the system should not be
minimized. The antenna, of course, is one of the more important component
parts since it provides the means of transmitting signals to the satellite
and/or collecting the signal transmitted by the satellite. The antenna not
only must provide the gain necessary to allow proper transmission and recep-
tion but also must have radiation characteristics which discriminate against
unwanted signals and minimize interference into other satellite or terres-
trial systems. The antenna also provides the means of polarization discrimi-
nation of unwanted signals. The individual communication system operational
parameters dictate to the antenna designer the necessary electromagnetic,
structural, and environmental specifications necessary for the antenna.

General Requirements

Antenna requirements can be grouped into several major categories, namely,
electrical or RF, control systems, structural, pointing and tracking accu-
racy, environmental, and miscellaneous requirements such as radiation hazard,
primary power distribution, etc. Only the electrical or RF requirements will
be dealt with herein.

Frequency

The World Administrative Radio Conference (WARC) has the responsibility of
frequency assignments for communication and other radiating services. WARC
was convened in the Tlatter months of 1979. Frequency allocations for all
types of satellite communications were set and entered into force as of
January 1, 1982 after ratification by member Administrations of the Inter-
national Telecommunications Union. Tables 1 through 5 are a tabulation of
the satellite communication services frequency allocations in the WARC 79
frequency allocations. These services are the fixed-satellite service (FSS),
the inter-satellite service (ISS), the broadcasting-satellite service (BSS),
the mobile-satellite service {MSS) and the maritime mobile- and aeronautical
mobile-satellite services. The tables indicate the regional extent of the
allocation for each band and the bandwidth. Earth-to-space (uplink) bands
and space-to-Earth (downlink) bands are 1listed separately, with commonly
paired bands on the same line. For allocation purposes, the world is divided
into three geographical regions: Region 1 contains Europe, Africa, the USSR,
and the Peoples Republic of Mongolia; Region 2 consists of the Americas and
Greenland; and Region 3 includes Asia (except USSR and Mongolia), Australia,
New Zealand, etc.
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Table 1. WARC 79 Fixed Satellite Service Allocations

Earth-to-Space | Region Bandwidth Space-to-Earth | Region Bandwidth
(GHz) (MHz) (GHz) (MHz)
2.655-2.690 2b, 3b 35 2.50-2.535 b, 3b 35
2.535-2.690 | 2P 155
5.725-5.850 1 125 3,40-4.20 1, 2, 3 800
5.850-7.075 1, 2, 3 1225 4.50-4.80 1, 2, 3 300
7.90-8.40 1, 2, 3 500 7.25-7.75 1, 2, 3 500
12.50-12.7 1 200
12.70-12.75 1, 2 50
12.75-13.25 1, 2, 3 500
10.70-11.70 | 1, 2, 3 1000
14.00-14.50 1, 2, 3 500
27.00-27.50 2, 3 500 1.70-12.30 | 2bs¢ 600
12.20-12.50 | 3P 300
12.50-12.75 | 1, 3 250
27.50-31.00 1, 2, 3 3500 17.70-21.20 | 1, 2, 3 3500
42.5-43.50 1 1000
47.2-49.20 22 2000 37.50-40.5 1, 2, 3 3000
49.2-50.2 1 1000
50.40-51.40 1 1000
71.0-74.0 1, 2, 3 3000 81.0-84.0 1, 2, 3 3000
74.0-75.5 1, 2, 3 1500
92.0-95.0 1, 2, 3 3000 102.0-105.0 | 1, 2, 3 3000
202.0-217.0 1, 2, 3 15000 149.0-164.0 | 1, 2, 3 15000
265.0-275.0 1, 2, 3 10000 231.0-241.0 | 1, 2, 3 10000

a. Intended for use by, but not limited to, BSS feeder links

b. Limited to national and sub-regional services

c. Upper band limit (12.3 GHz) may be replaced by a new value
12.1 to 12.3 GHz at the 1983 RARC for Region 2.

in the range

Table 2. WARC 79 Intersatellite Service Allocations

Band Bandwidth

(GHz) (GHz)
22.55-23.55 1
32.00-33.00 1
54.25-58.20 3.95
59.0-64.0 5
116.0-134.0 18
170.0-182.0 2
185.0-190.0 5




Table 3. Broadcasting-Satellite Service Allocations

Earth-to-Space
(GHz)

Region Bandwidth Space-to-Earth | Region Bandwidth

(MHz) (GHz) (MHz)

Feeder links for the BSS may, in
principle, use any of the FSS (Earth-
to-Space) bands listed in Table 2
with appropriate coordination. How-
ever, the following bands were set
aside for exclusive or preferential

use by such feeder links. 0.62-0.792 1, 2, 3 170
2.50-2.69P 1, 2, 3 190
10.70-11.70 1 1000 11.70-12.1 1, 3 400
14.50-14.80 1€, 2, 3 300 12.10-12.2 1, 2, 3 100
17.30-18.1 1, 2, 3 800 12.20-12.5 1, 2 300
12.50-12.7 2 3b 200
12.70-12.75 |3 50
27.00-27.50 2, 3 500 22.50-23.00 |2, 3 500
47.20-49.20 1, 2, 3 2000 40.50-42.50 |1, 2, 3 2000
84.00-86.00 |1, 2, 3 2000

a. Limited to TV
b. Limited to community reception
c. Excluding Europe

The allocations recognized the need for substantial increases for commercial
FSS systems in the vicinity of the 6/4- and 14/11-GHz bands, for maritime
mobile- and aeronautical mobile-satellite systems in the 1.6-GHz band, and
for domestic broadcasting- and fixed-satellite systems in the 11.7- to 12.7-
GHz band for the Americas. As can be seen from the tables, the primary fre-
quency bands for the Americas for domestic satellite communications will
continue to be the 6/4-GHz bands and 14/12-GHz bands. For the international
satellite systems the 6/4-GHz and 14/11-GHz bands will continue to be the
predominant FSS and BSS frequencies.



Table 4. Mobile Satellite Services Allocations

Earth-to-Space Region | Bandwidth Space-to-Earth | Region | Footnote
(MHz) (MHz) (MHZ)
121.45-121.55%:0:11, 2, 3 - 3572A
242.95-243.053:05N 1 2. 3 -- 3572A
235.0-322.03’2 1, 2, 3 87 3618
335.4-399.9%: 1, 2, 3 64.4 3618
405.5-406.0° Canada 0.5 -- 3533A
406.0-406.1 1, 2, 3 0.1 -- 3633A
406.1-410.0¢ Canada 3.9 -- 3634
608.0-614.09-8 2 6.0 --
806.0-890.0¢sN 2, 3 3.0 3662C
Norway 3662CA
Sweden 36708
942.0-960.0C>" 3, Norway 18 3662C
Sweden 3662CA
1645.5-1646.5F 1, 2, 3 1.0 1554.0-1545.0F |1, 2, 3 | 36954
(GHz) (GHz)
7.90-8.0252 1, 2, 3 125 7.250-7.3753 |1, 2, 3 | 37648
14.00-14.50%9 1, 2, 3 500 --
29.50-~30.0° 1, 2, 3 500 19.70-20.20% |1, 2, 3
30.00-31.00 1, 2, 3 1000 20.20-21.20 1, 2, 3
43.50-47.00N 1, 2, 3 3500 39.50-40.50 1, 2, 3| 3814C
50.40-51.40¢ 1, 2, 3 1000 -- _ -
66.00~71.00" 1, 2, 3 5000 3814C
71.00-74.00 1, 2, 3 3000 81.00-84.00 |1, 2, 3 --
95.00-100.00" 1, 2, 3 5000 3814C
135.00-142.00" 7000 3814C
190.00-200.00" 10000 3814¢C
252.00-265.00" 13000 3814C

SUQ hO OO O
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Footnote allocation
Emergency position indicating radio-beacons only
Footnote allocation excludes aeronautical mobile-satellite services
Excludes aeronautical mobile-satellite services
Secondary allocation
Distress and safety operations only

Footnote allocation to land mobile-satellite service only
No direction specified




Table 5. Maritime and Aeronautical Mobile-Satelllite Service Allocations

MARITIME MOBILE AERONAUTICAL MOBILE
Earth-to-Space Space-to-Earth Earth-to-Space l Space-to-Earth

1626.5-1645.5 MHz | 1530.0-1544.0 MHz 1646.5-1660.0 MHZ|1545.0-1559.0 MHz

1610.0-1625.5 MHz3»
5000.0-5250.0 MHz2
15.40-15.70 GHz®

a. No direction specified
*  Footnote allocation

Radiation Envelope

The primary electrical specifications of an earth station antenna are gain,
noise temperature, VSWR, power rating, receive/transmit group delay, radi-
ation pattern, polarization, axial ratio, isolation, and G/T. All of the
parameters except the radiation pattern are determined by the system require-
ments. The radiation pattern should meet the minimum requirements set by
International Radio Consultative Committee (CCIR) of the International Tele-
communications Union (ITU) and/or the national regulatory agencies such as
the Federal Communication Commission (FCC). Earth stations which operate in
a regulated environment in the United States domestic system must meet the
requirements set forth in the FCC regulations pertaining to sidelobes. (See
Part 25, Paragraph 25.209 of FCC Regulations and RM-2725, Amendment of the
Commission's Rules and Regulations or Policies Relative to Satellite Earth
Station Antennas to Permit Receive-Only "Small Earth Stations".) The FCC
regulation specifies a sidelobe envelope of:

(32-25 log 6)dBi 1°<06<48°
-10 dBi 48°<0<180°

where 8 is the angle in degrees from the axis of the main lobe, and dBi
refers to dB relative to an isotopic radiator. For the purposes of this
envelope, the peak gain of an individual sidelobe may be reduced by averaging
its peak level with the peaks of the nearest sidelobes on either side, or
with the peaks of two nearest sidelobes on either side, provided that the
level of no individual sidelobe exceeds the gain envelope by more than 6 dB.
The antenna sidelobe envelope must conform to this specification in the 6- or
14-GHz transmit band, and it is recommended that the antenna meet the
envelope in the 4- or 12-GHz receive band. In the small antenna ruling, the
Commission stated that, "it appears that the carrier-to-interference
objective will be satisfied for present domestic satellites if the earth
station sidelobe levels do not exceed the envelope defined in Section 25.209
of the Rules and Regulations."” (See Figure 1).
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In 1979 the FCC deregulated receive-only (RO) earth stations. This ruling
permits a receive-only system to be installed and operated without the
frequency coordination process to determine if the antenna system will have
interference problems caused by existing terrestrial or satellite systems
which share the same frequency band. Waiving coordination also denies the
operating system the protection from future transmitting terrestrial or
satellite system interference. 0f course, the deregulation ruling also
allows the use of antennas which do not meet the 32-25 log © envelope, since
the interference environment is the responsibility of the user and protection
is no longer guaranteed by the FCC.

Earth station antennas operating in international satellite communications
must have sidelobe performance as specified by INTELSAT Standards or by CCIR
Recommendation 483 and Report 391-2 (see Figure 2). The CCIR Standard is
somewhat more lenient than the FCC document in that it allows any peak side-
lobe to exceed the envelope by 10 dB rather than 6 dB. Nevertheless, it
should be pointed out that both documents refer to the (32-25 log 8) dBi
envelope. The CCIR Standard specifies the envelope in terms of allowing 10%
of the sidelobes to exceed the enve]ope and also permits the envelope to be
adjusted for antennas whose aperture is less than lOOA CCIR Report 391-2
allows the envelope to be determined by:

G = (52 - 10 1og(D/)x) - 25 log 9)dBi
when D/x <100. This envelope takes into consideration the theoretical limi-

tations of small antenna design and is representative of the actual measured
.patterns of well-designed antennas.
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On August 16, 1983, the FCC amended the Rules and Regulations Part 25.209
pertaining to the antenna gain envelope. The new standard is to apply to all
new transmit antennas installed after July 1, 1984 and to all transmit
antennas after January 1, 1987. The new standard is as follows:

a. The gain of any antenna to be employed in transmission from an
earth station in the fixed-satellite service shall lie below the
envelope defined below:

1. In the plane of the geostationary satellite orbit as it
appears at the particular earth station location:
29-25 log,y © dBi 1°<e<7°®
+ 8 dBj 7°<e<9,2°
32-25 10g10 © dBi 9.2°<e<48°
- 10 dBi 48°<0<180°

where © is the angle in degrees from the axis of the main
lobe, and dBi refers to dB relative to an isotropic radiator.
For the purpose of this section, the peak gain of an
individual sidelobe may not exceed the evelope defined above
for © between 1° and 7°. For © greater than 7°, the envelope
may be exceeded by 10% of the sidelobes, but no individual
sidelobe may exceed the envelope by more than 3 dB.



2. In all other directions:

Outside the main beam, the gain of the antenna shall lie
below the envelope defined by:

32-25 log;q © dBi 1°<0<48°
-10 dBi 48°<0<180°

where © is the angle in degrees from the axis of the main
lobe, and dBi refers to dB relative to an isotropic radiator.
For the purpose of this section, the peak gain of an
individual sidelobe may be reduced by averaging its peak
level with the peaks of the nearest sidelobes on either side,
or with the peaks of two nearest sidelobes on either side,
provided that the level of no individual sidelobe exceeds the
gain envelope given above by more than 6 dB.

b. The off-axis cross-polarization isolation of any antenna to be
employed in transmission at frequencies between 5925 and 6425 MHz
from an earth station to a space station in the domestic fixed-
satellite service shall be defined by:

19-25 log;, © dBi 1.8°<0<7°
-2 dBi 7°<0%9,2°

c. Any antenna licensed for reception of radio transmission from a

' space station in the fixed-satellite service shall be protected
from radio interference caused by other space stations only to the
degree to which harmful interference would not be expected to be
caused to an earth station employing an antenna conforming to the
standards defined in paragraphs a. and b. of this section.

d. The standards specified in paragraphs a. and b. of this section
shall apply to all new antennas installed after July 1, 1984 and to
all antennas after January 1, 1987.

e. The operations of any earth station with an antenna not conforming
to the standards of paragraphs a. and b. of this section shall
impose no limitations upon the operation, location, and design of
any terrestrial station, any other earth station, or any space
station.

f. Section 25.251(d)(4) is revised to read as follows:

The FCC further acknowledged within the text of the Federal Register
Statement 47 CFR Port 25, Vol. 48, No. 173, September 6, 1983, that the
envelope defined above is only a reference envelope in the receive band.
Receiving antennas do not have to conform to this envelope to be eligible for
licensing. Facilities with performance worse than the reference must, of
course, accept correspondingly potential, higher interference levels. The
interference levels should be calculated based on typical measured radiation
patterns, site location and for a desired satellite or satellites. This
analysis may result in acceptable receive-only carrier-to-interference per-
formance for antennas meeting the present 32-25 log © envelope even with
orbital spacings as small as 2°. Since discrimination, that is, peak on axis
gain to sidelobe gain is the important determining factor, not an arbitrary
sidelobe gain performance envelope relative to isotropic.



Figure of Merit, G/T

A very useful indication of the performance of an earth station is the figure
of merit defined as:

_ receiving antenna power gain
Gy = 10 log [ SysStem noise temperature (K) ]

where the antenna power gain and system noise temperature are referred to
some convenient point in the system; i.e., the low-noise amplifier input.
Note that G/T is the figure of merit of a receiving earth station and does
not apply to the transmit properties of an earth station. G/T is an impor-
tant parameter of an earth station in that C/N, S/N, Ej/Nj, etc. are directly
related to it. For a detailed explanation of G/T, the reader is referred to
Hollis' paper of G/T and Noise Temperature. The relationships between G/T
and other important system measures of performance are given by McKimmey's
treatment of Link Analysis.

Types of Earth Station Antennas

Several types of earth station antennas are now in use within the United
States and abroad. These antennas can be grouped into two broad categories--
single-beam antennas and multiple-beam antennas. A single-beam earth station
antenna is defined as an antenna which generates a single beam which is
pointed toward a satellite by means of a positioning system. A multiple-beam
earth station antenna is defined as an antenna which generates multiple beams
by employing a common reflector aperture with multiple feeds illuminating
that aperture. The axes of the beams are determined by the location of the
feeds. The individual beam indentified with a feed is pointed toward a sat-
ellite by positioning the feed without moving the reflector. The majority of
the earth station antennas now in use are single-beam antennas.

Single-beam antenna types used as earth stations are paraboloidal reflectors
with focal point feeds (prime focus antenna), dual reflector antennas such as
the Cassegrain and Gregorian configurations, horn reflector antennas, offset-
fed paraboloidal antennas, and offset-fed, multiple reflector antennas. Each
of these antenna types has its own unique characteristics, and the advantages
and disadvantages have to be considered when choosing them for a particular
application.

Asxdsymmetric Dual Reflector Antennas

The predominant choice of most system operators has been the dual-reflector
Cassegrain antenna. Cassegrain antennas can be divided into three primary
types:

a. The classical Cassegrain geometrylsZ employing a paraboloidal con-
tour for the main reflector and a hyperboloidal contour for the
subreflector (see Figure 3). The paraboloidal reflector is a point
focus device with a diameter Dp and a focal length f_ . The hyper-
boloidal subreflector has two foci. For proper opefﬁtion, one of
the two foci is the real focal point of the system and is located
coincident with the phase center of the feed; the other focus, the
virtual focal point, is located coincident with the focal point of
the main reflector.
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Figure 3. Geometry of the Cassegrain Antenna System

b.

A geometry consisting of a paraboloidal main reflector and a
special-shaped, quasi-hyperboloidal subreflector.3:* The geometry
in Figure 3 is appropriate for describing this antenna. The main
difference between the classical Cassegrain mentioned above is that
the subreflector has been designed such that the overall efficiency
of the antenna has been enhanced, thereby yielding improved gain
performance. This technique 1is especially useful with antenna
diameters of approximately 30 to 100 wavelengths; for example, a
5-meter antenna in the 6/4-GHz frequency band.

A generalization of the Cassegrain geometry consisting of a
special-shaped, quasi-paraboloidal main reflector and a shaped,
quasi-hyperboloidal subreflector.5s6s7s8 Green? observed that in
dual reflector systems with high magnification--essentially a large
ratio of main reflector diameter to subreflector diameter--~the
distribution of energy (as a function of 8) is largely controlled
by the subreflector curvature. The path length or phase front is
dominated by the main reflector (see Figure 4). KinberS and
Galindo®*7 found a method for simultaneously solving for the main
reflector and subreflector shapes to obtain an exact solution for
both the phase and amplitude distributions in the aperture of the
main reflector of an axisymmetric, dual reflector antenna. Their
technique, based on geometrical optics, was highly mathematical and
involved solving two simultaneous, non-linear, first-order,
ordinary, differential equations. These methods have been applied
by Scientific-Atlanta and others to design axisymmetric, dual
reflector antennas when maximum gain is needed for a given size
reflector antenna. The method of solution allows the specification
of an arbitrary amplitude distribution, whereby one can make com-
promises between sidelobes and antenna efficiency (see Figure 4).
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Figure 4. Circularly Symmetric Dual Shaped Reflectors

Prime-Focus-Fed Paraboloidal Antenna

The other type of antenna most often employed in the United States for a
receive-only application is the prime-focus-fed paraboloidal (see Figure 5)
reflector. For Tlarge aperture sizes, this type of antenna has excellent
sidelobe performance in all angular regions except the spillover region
around the edge of the reflector. Even in this area a sidelobe suppession
can be achieved which satisfies FCC pattern requirement. The antenna
efficiency for apertures greater than 100 wavelengths is in the 60% region;
therefore, it represents a good compromise choice between sidelobes and gain.
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Figure 5. Geometry of Prime Focus Antenna




For aperture sizes less than approximately 40 wavelengths, the blockage of
the feed and the feed support structure raises the sidelobes with respect to
the peak of the main beam such that it becomes exceedingly difficult to meet
the FCC sidelobe specification.

The CCIR sidelobe spec1f1cat10n can be met since it contains a mod1f1er which
is dependent on the aperture size.

Horn Reflector Antenna

Two other types of single-beam antenna are used in earth stations. These are
horn reflector and offset-fed reflectors. The horn reflector antenna can be
grouped into two primary types, although other variations of the basic design
concept exist:

Pyramidal Horn Reflector

The pyramidal horn reflector has been used for many years in the terrestrial
microwave field, primarily by AT&T. This antenna offers excellent efficiency
and sidelobe performance especially in the near-in region and in the back
region. Its performance is a result of its closed configuration and lack of
aperture blockage that is inherent in the axisymmetric antennas mentioned
above. The polarization response off-axis is an area of concern especially
when used with a frequency-reuse satellite.

Conical Horn Reflector

The conical horn reflector is similar in design to the rectangular horn
reflector mentioned above. It has similar advantages and disadvantages, with
some exceptions. The first sidelobe is improved due to the circular
aperture. The conical horn also has less wind resistance than the pyramidal
horn, again resulting from its basic shape. The pyramidal and conical horn
reflector have somewhat lower noise temperature than axisymmetric reflector
antennas. On the other hand, both also have unique mounting requirements
which are somewhat restrictive and cumbersome. The averall length of the
antenna, for example, is typically twice the aperture size., (See Figure 6
for the dimensions of a typical 4-meter conical horn reflector). Problems
with transportation can also occur due to the large physical dimensions of
the antenna.
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Figure 6. 4 Meter Conical Horn Reflector Antenna

Offset-Fed Reflector Antennas

To date, the offset-fed reflector antenna has not been widely used as an
earth station antenna in the United States because of its cost. This
probably will remain the case in the near future, but this antenna's sidelobe
performance should make it a viable candidate for use at some time in the
future. The offset, front-fed reflector antenna can employ a single main
reflector or multiple reflectors, with two reflectors the more prevalent of
the multiple reflector designs. The offset, front-fed reflector, consisting
of a section of a paraboloidal surface (Figure 7), minimizes diffraction
scattering by eliminating the aperture blockage of the feed and feed support
structure. Sidelobe levels of (32-30 log 8) dBi can be expected from this
type of antenna. Aperture efficiencies of 60-70% can also be expected. The
increase in aperture efficiency as compared to an axisymmetric, prime-focus-
fed antenna is due to the elimination of direct blockage. The geometry of
this antenna type may present some unusual and interesting mount config-
urations. For a more detailed discussion of this type of antenna, see C.
Mentzerl® .
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Offset-fed dual reflector antennas exhibit sidelobe performance similar to
that of the prime-focus-fed offset reflector. Two offset-fed dual reflector
geometries have been used for earth station antennas: the double-offset
geometry shown in Figure 8(a) and the open Cassegrain geometry introduced by
Cook, et al'! of Bell Labs shown in Figure 8(b). 1In the double-offset geome-
try, the feed is located below the main reflector, and no blocking of the
optical path occurs. In contrast to this, the open Cassegrain geometry is
such that the primary feed protrudes through the main reflector; thus it is
not completely blockage-free. Nevertheless, both of these geometries have
the capability of excellent sidelobe and efficiency performance.

Section of a
Parabolic Refiactor

Aperture

Focal Point

Feed

Figure 7. Basic Offset Fed Parabolic Antenna
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The disadvantage of the offset geometry antennas is that they are asymmetric.
This leads to increased costs, since there exists only one plane of symmetry,
and the geometry also has some effect on the electrical performance. The
offset geometry, when used for linear polarization, has a depolarizing effect
on the primary feed radiation and produces two cross-polarized lobes within
the main beam in the plane of symmetry. When used with circular polariza-
tion, the geometry introduces a small amount of beam squint whose direction
is dependent upon the sense of polarization.

(a.) Doubie-offset Geometry (Feed Phase Center and-Paraboloidal
Vertex at O)

(b.) Open Cassegrainian Geometry {Feed Phase Center located at O’ ;
Paraboloidal Vertex at O)

Figure 8. Offset Dual Reflector Geometries

During the past few years considerable analysis has been performed by
Galindo-Israel, Mittra, and Chal?2 for this geometry for high aperture effi-
ciency applications. Their analytical techniques are reported to result in
efficiencies in the 80-90% range. Mathematically, the offset geometry, when
formulated by the method used 1in designing axisymmetric dual reflectors
results in a set of partial, differential equations for which there is no
exact geometrical-optics solution. The method of Galindo-Israel, Mittra, and
Cha is to solve the resultant partial differential equations as if they were
total differential equations. Then, using the resultant subreflector sur-
face, the main reflector surface is perturbed until a constant aperture phase
is achieved.
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Multiple Beam Antennas

During the past few years there has been an increasing interest in receiving
signals simultaneously from several satellites with a single antenna. This
interest has prompted the development of several multibeam antenna configura-
tions which employ fixed reflectors and multiple feeds. The antenna engi-
neering community, of course, has been investigating multibeam antennas for
many years. In fact, in the middle of the seventeenth century Christian
Huygens and Sir Isaac Newton first studied the spherical mirror, and the
first use of spherical reflector as a microwave antenna occurred during World
War II. More recently, the spherical reflector, the torus reflector, and the
dual reflector geometries, all using multiple feeds, have been offered as
antennas with simultaneous, multibeam capability. Chul3 in 1969 addressed
the mutiple-beam spherical reflector antenna for satellite communication;
Hydel* introduced the multiple-beam torus antenna in 1970; Ohm!S presented a
novel multiple-beam Cassegrain geometry antenna in 1974. Al1l three of these
approaches are discussed below, as well as variations of scan techniques for
the spherical reflector.

Spherical Reflector

The properties, practical applications, and aberrations of the spherical
reflector are not new to microwave antenna designers. Its popularity is
primarily due to the large angle through which the radiated beam can be
scanned by translation and orientation of the primary feed. This wide-angle
property results from the symmetry of the surface. Multiple beam operation
is realized by placing multiple feeds along the focal surface. In the
conventional use of the reflector surface, the minimum angular separation
between adjacent beams is determined by the feed aperture size. The maximum
number of beams is determined by the percentage of the total sphere covered
by the reflector. In the alternate configuration described below, these are
basically determined by the f/D ratio and by the allowable degradation in the
radiation pattern.

In the conventional use of the spherical reflector, the individual feed
illuminates a portion of the reflector surface such that a beam is formed
coincident to the axis of the feed. The conventional multibeam geometry is
shown in Figure 9. A1l of the beams have similar radiation patterns and
gains, although there is degradation in performance in comparison to that of
a paraboloid. The advantage of this antenna is that the reflector area
illuminated by the individual feeds overlaps, reducing the surface area for a
given number of beams in comparison with individual single beams antennas.
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Spherical
Reflector

Figure 9. Conventional Spherical Muitibeam Antenna Using Extended
Reflector and Multiple Feeds
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The alternate multibeam spherical reflector geometry is shown in Figure 1l.
For this geometry each of the feed elements points toward the center of the
reflector with the beam steering accomplished by the feed position. This
method of beam generation 1leads to considerable increase in aberration,
including coma; therefore, the radiation patterns of the off-axis beams are
degraded with respect to the on-axis beam. This approach does not take
advantage of the sperical reflector properties that exist in the conventional
approach. In fact, somewhat similar results could be achieved with a para-
boloidal reflector with a large f/D. An example of the pattern distortion
and gain loss as the feed is scanned off the reflector symmetry axis is shown
in Figure 12 for a paraboloid reflector antennal® with an f/D of 0.4. The
reflector diameter was 2.75 m operating at a fregquency 7.9 GHz. The on-axis
beam has a half-power beamwidth of 1° and first sidelobe of 25 dB. The coma
effect on sidelobe and the loss of gain vs. scanning is given in Table 6.

Beam

Figure 11. Aiternate Spherical Multibeam Antenna Using Minimum
Reflector Aperture with Scanned Beam Feeds
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Table 6. Gain Loss and First Sidelobe Level as a Function of Lateral
Primary Feed Displacement for a Paraboloidal Reflector

Beam Scan Gain Loss (dB) First Sidelobe (dB)
(degrees) Relative to On-Axis Beam Relative to Peak of Main Beam
0° 0.0 25.0
7° 4.+ 7.0
14° 7.+ 10.0
21° 11.+ 2.0

An important factor to consider for this antenna is that the gain loss due to
scanning is more dependent upon ‘the actual angular scan than on the scan
measured in half-power beamwidths.

Torus Antenna

The torus antenna is a dual curvature reflector, capable of multibeam opera-
tion by feeding it with mutiple feeds similar to those of the conventional
spherical reflector geometry. The feed scan plane can be inclined to be in

the orbital arc plane, allowing the use of a fixed reflector to view geosyn-
chronous satellites. The reflector has a circular contour in the scan plane
and a parabolic contour in the orthogonal plane (see Figure 13). It can be
fed either in an axisymmetric or an offset-fed configuration. The offset
geometry for use as an earth station antenna has been sucessfully demon-
strated by COMSAT LABS7. The radiation patterns meet the (32-25 log 8) dBi
envelope.

19



L REFLECTOR

]
T_ \ Sl
VR~ R RS
\ -~ ~
\ “\ r\
\ FEED POINT A
£ )
\l H
2 = AXIS OF ROTATION (LIES IN x—z PLANE)

REFLECTOR 1S FORMED BY )
ROTATION OF CURVE M ABOUT z' AXIS

A

F|gure 13. Torus Antenna Geometry. Comsat Technical Review
Vol. 4, No. 2, Fall 1974

The offset-fed geometry results in an unblocked aperture, which gives rise to
low wide-angle sidelobes as well as provides convenient access to the
multiple feeds.

The torus antenna has less phase aberration than the spherical reflector
because of the focusing in the parabolic plane. Because of the circular
symmetry, feeds placed anywhere on the feed arc form identical beams. There-
fore, no performance degradation is incurred when multiple beams are placed
on the focal arc. Point focus feeds may be used to feed the torus up to
aperture diameters of approximately 200 wavelengths. For larger apertures it
is recommended that aberration correcting feeds be used.

The scanning or multibeam operation of a torus requires an oversized aperture
to accommodate the scanning. For -example, a reflector surface area of
approximately 214 square meters will allow a field of view (i.e., orbital
arc) of 30° with a gain of approximately 50.5 dB at 4 GHz (equivalent to the
gain of a 9.65-meter reflector antenna). This surface area is equivalent to
approximately three 9.65-meter antennas. Therefore, for a field of view of
30°, the aperture of three 9.65-meter antennas allows an operator the cap-
ability of receiving signals from eight satellites spaced at 4° intervals.

The main disadvantage of the antenna 1is in 1its stringent installation
requirements. The mounting structure has to be customized for the site lati-
tude and longitude, as the reflector plane of scan has to be accurately
located relative to the orbital plane. The mutiple feeds also require a
secondary structure or building to support them and their related
electronics.
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Offset-Fed, Multibeam Cassegrain Antenna

The offset-fed, multibeam Cassegrain antenna is comprised of a parabolic main
reflector, a hyperbolic oversized subreflector, and mutiple feeds located
along the scan axis, as shown in Figure 14. The offset geometry essentially
eliminates beam blockage, thus allowing a significant reduction in sidelobes
and antenna noise temperature. The Cassegrain feed system is compact and has
a large focal-length-to-diameter ratio (F/D) which reduces aberrations to an
acceptable level, even when the beam is moderately far off-axis. The low
sidelobe performance is achieved by using a corrugated feed horn which pro-
duces a Gaussian beam.

- = PARABOLIC
MAIN REFLECTOR

ON--AXIS BEAM DIRECTION

N |
\ HYPERBOLIC lI
. SUBREFLECTOR
Y2
CORRUGATED \
] T <
! | i / N
I ' o L J
IT ¢ ! ! A A
- e ¥ LTS\
Ak 7 \
\ / ENLARGED
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| FOR ON-AX!S FOR OFF—AXIS
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HYPERBOLIC
AXIS

Figure 14. Geometry of the Offset-Fed, Multibeam Cassegrain Antenna.
The Bell System Technical Journal, October 1974

A typical antenna design consisting of a 10-meter projected aperture would
yield half-power beam widths and gain commensurate with an axisymmetric
10-meter antenna, 0.5° HPBW and 51-dB gain at 4 GHz. The subreflector would
need to be approximately a 3 x 4.5-meter elliptical aperture. The feed
apertures would be approximately 0.5 meter in diameter. The minimum beam
separation would be less than 2°, more than sufficient to allow use with
synchronous satellites with orbit spacings of 3° or greater. For the #15°
scan the gain degradation would be approximately 1 dB, and the first sidelobe
would be approximately 20-25 dB below the main beam peak. The wide-angle
sidelobes would meet the (32-25 log 6) dBi envelope. Figure 15 is a model of
the antenna configuration.

The reflector and subreflector require separate structures. This necessi-

tates care in the alignment on site, since plane orientation is dependent on
the longitude and latitude of the site.
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Typical Multibeam Orbit Coverage

For a multibeam antenna to receive signals from the existing U.S. domestic
satellites, a field of view of 30° is necessary. Within the orbital arc of
86° W to 136° W are eleven domestic satellites operating in the 6/4-GHz fre-
quency band. These include the three Canadian ANIK satellites. Figure 16
shows the azimuth and elevation look angles to these satellites from a
typical site in the Southeastern United States. For the multibeam config-
urations, the mutiple feeds would have to be placed on a scan axis such tnat
the resultant beams are pointed to these azimuth and elevation coordinates.
[t is obvious that the feeds would necessarily be mounted at considerable
height above the ground to traverse the required arc for the spherical refle-
ctor. For the torus antenna the offset reflector and the feed would be
tilted with respect to the earth such that the feeds can traverse the
required arc. The offset Cassegrain's reflector, subreflector and feed scan
arc would also be tilted with respect to the earth to provide the desired arc
coverage.

e b

Figure 15, Model of Offset-Fed, Multibeam Cassegrain Antenna Configuration
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Angle Tracking

Automatic tracking of satellite position is required for many earth station
antennas. Monopulse, conical scan, sequential lobing, single-channel mono-
pulse and steptrack techniques are applicable for this purpose. The primary
‘advantages and principal use of the steptrack, conical scan, single-channel
monopulse and three-channel monopulse configuration are given in Figures 17
through 20. The most common of these techniques for small- and medium-
aperture earth stations are the steptrack and single-channel (pseudo-
monopulse) monopulse. :
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Steptrack (Antenna or Feed)

e Primary Use

-  Geosynchronous satellites

® Principal Advantages

- Low cost

- Requires only a single beam feed

- Requires one

RF channel

SINGLE BEAM LOW NOISE DOWK
» —— | s . RECEIVER
ANTENNA AMPLIFIER CONVERTER
/ \
/ \
\
/ \
/ ELEVATION
I/ DRIVE " STEP TRACK
SYSTEM CONTROLLER
AZIMUTH
DRIVE
SYSTEM
Figure 17. Steptrack (Antenna or Feed)
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Conical Scanning

® Primary Use
- Polar or geosynchronous satellites
- Low or high dynamic targets

¢ Principal Advantages
- Low cost
- Uses a single beam feed
- Uses one RF channel

® Principal Disadvantages

- Requires four pulses or short duration continuous signal
to obtain tracking information (typically 33 ms)

- Subject to mechanical reliability problems due to continuous
feed rotation

- Subject to tracking loss due to propeller and other low rate
modulation sources

SI:ELi ZiAg ANTENNA, LOW NOISE STNGLE-CHANNEL SINGLE-
E TOR AND ® 2aMpLIFIER M DOWNCONVERTER J CHANNEL
REFERENCE GENERATOR RECEIVER

BEAM POSITION REFERENCE SIGNAL

/ \
j \ :

/ ELEVATION ‘ DEMODULATOR
/ DRIVE ¢ AND ANTENNA
SYSTEM - CONTROLLER

AZIMUTH

DRIVE
SYSTEM

Figure 18. Conical Scanning
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Single-Channel Monopulse

o Primary Use

Polar or geosynchronous satellites

Low or high dynamic targets

® Principal Advantages

Use only one RF channel

Lower cost than three-channel monopulse

Has low angular tracking jitter

Uses fast, random rate electronic beam steering to prevent
tracking loss due to propeller and other low-rate modulation

sources

Principal Disadvantages

Requires four pulses or short duration continuous signal to
obtain tracking information (approximately 1.5 ms)

Requires three beam feed

I E-
3 BEAM  |aa| Monoscan® LOW NOISE SINGLE-CHANNEL SINGL
. EL
ANTENNA CONVERTER AMPLIFIER DOWNCONVERTER CHANN
p RECEIVER
L\ RS :
~ MODULATION CONTROL
\ ~
\ ~
N EievarION
\ DRIVE g
. SYSTEM DEMODULATOR
AZIMUTH AND ANTENNA
DRIVE ¢ CONTROLLER
SYSTEM

Figure 19. Single-Channel Monopulse
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Three-Channel Monopulse

Primary Use

- Orbiting or geosynchronous satellites

- Radar tracking

- Low or high dynamic targets such as aircraft or missiles

Principal Advantages
- Provides instantaneous angle information

- Can track targets with rapidly fluctuating signal levels

- Has very low angular track jitter

Principal Disadvantages

- Requires three phase-matched channels from the antenna to the
receiver

- Highest cost system approach

- Requires three beam feed

>
3 CHANNEL
[ARZ) 1NA ' DOWN
ANTENNA :
EL CONVERTER
LNA

3 BEAM 3 CHANNEL
RECEIVER
/ \
/ \
/ \
/ \ ANTENNA
\ CONTROLLER
/ ELEVATION
1 DRIVE ‘
AZIMUTH SYSTEM
DRIVE L
SYSTEM

Figure 20. Three-Channel Monopulse
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Steptrack

Steptracking is a technique employed primarily for maintaining the pointing
of an earth station's antenna beam toward a geosynchronous satellite. Since
most geosynchronous orbiting satellites have some small angular box of
stationkeeping, a simple peaking technique can be used to keep the earth
station beam correctly pointed.

The signal peaking or steptrack routine is a software technique that maneu-
vers the antenna toward the signal peak by following a path along the
steepest signal strength gradient or by using some other algorithm that
accomplishes the same result 1819 Any method of direct search for maximi-
zation of signal is applicable; one such method calculates the local gradient
by determining the signal strength at three points (A, B, C) (Figure 21.)
From the signal strength at points A, B, C, an angle <, is computed repre-
senting the unit's gradient vector angle relative to the azimuth axis. Once
C, is determined, A, is set equal to C;, and another angle 6, us defined by
6, = 8, + = (e1 = 6) The angle is used to relate pedestal movements to a
fixed pedes%a] coordinate system. The procedure is repeated a number of
times until the antenna boresight crosses throughout the peak. At this time
the step size is reduced by one-half and for each time the peak is crossed,
it is again reduced by one-half until the peaking resolution is
accomplished.

EL

(Gradient vector is represented by dash line, angle (=} is measured
from horizontal) antenna boresight moves from Aq to B4 to Cq
(A—Ao) then to Bo-and C», etc.)

Horizontal

Aq Ci— A

x2 Cs

Figure 21. Signal Strength Gradients
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Single-Channel Monopulse

This technique utilizes multiple elements or modes to generate a reference
signal, an elevation error signal, and an azimuth error signal. The two
error signals are then combined in a time-shared manner by a switching
network which selects one of two-phase conditions (0° and 180°) for the error
signal. The error signal is then combined with the reference signal, with
the resultant signal then containing angle information. This allows the use
of a single receiver for the tracking channel. This technique is equivalent
to sequential 1lobing where the 1lobing is done electrically and can be
adjusted to any desired fixed or variable scan rate.

Polarization

Many satellite communication systems are dual polarized (frequency reuse),
and are therefore susceptible to interference from the intended cross-
polarized signals when the medium of propagation is such that the ellipticity
of the signals are changed. This condition can occur during atmospheric
conditons such as rain and Faraday rotation in the ionosphere. Therefore,
in order to maintain sufficient polarization discrimination, special pre-
cautions must be taken in regard to polarization purity of the dual-
polarization antennas; indeed, adaptive polarization correcting circuits may
be necessary.20s21

Several types of polarziation discrimination enhancement schemes may be used.
They include:

1. Simple rotation of the polarization major ellipse axis to correct
for rotation due to the ionosphere (applicable for linear polarizations).
Transmit and receive rotations are in opposite directions.

2. Sub-optimal correction of depolarization, ellipticity correction
with respect to one of the signals, but not orthogonalizing the two signals
(differential phase). ’

3. Complete adaptive correction including orthogonalization (differ-
ential phase and amplitude).

The polarization enhancement schemes may be implemented at the RF freguencies
or they may follow a downconversion stage and be implemented at IF fre-
quencies. In either case the circuitry must qferate over the full bandwidth
of the communication channel. Kreutel, et al<2 treat the implementation of
RF frequencies in detail. The reader is also referred to Gianatasio23:2% for
both RF and IF circuitry and experiments to verify performance of the cir-
cuitry.
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Summary

Many kinds of antennas are used as earth station antennas. For overall per-
formance the prime-focus-fed paraboloidal and the dual-reflector Cassegrain
antennas have been the predominant types of antenna used. Their choice has
been based on the best tradeoffs between electrical and mechanical perfor-
mance commensurate with cost. It is expected that these types of antennas
#i11 continue to be the earth station antennas for many years to come,
although some increase in the use of offset-reflector geometries is expected.
Interest in multiple-beam antennas will increase, but it will tempered by the
increased cost and installation complexity. The recent FCC assignments of
orbital arc positions between 70° W. and 143° W. longitude should also
encourage multiple antenna installations for a given site.
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Digital Audio for Satellite Distributed Network Radio
—System Overview

Introduction

Scientific-Atlanta recently signed contracts with ABC, CBS, and NBC as the
supplier of 3-meter digital earth terminals for their network radio stations.
The resulting terminal is a time-division-multiplexed (TDM) digital system
with a transmission rate of 8.78 Mb/s. This system has been tested and
qualified with rooftop reception in downtown Manhattan. A1l digital audio
testing was performed directly over the satellite in the presence of severe
terrestrial interference. Excellent performance was recorded on all tests.
It is forecast that by early 1984, over 3,000 of these 3-meter terminals will
be installed throughout the nation, receiving high-quality program feeds from
the major radio networks.

Scientific-Atlanta's 3-meter TDM digital audio terminal is designed to
receive high-speed TDM digital data at 8.78 Mb/s, demodulate, decode, and
then demultiplex the data into the desired audio and data channels. The
terminals will support data rates equivalent to twenty 15 kHz audio channels
(384 kb/s each) or an equivalent larger number of lower bandwidth channels.
Each 384 kb/s channel can support either one 15 kHz program, two 7.5 kHz
programs, twelve 32 kb/s auxiliary channels (voice cue or data) or one
7.5 kHz program channel, and six 32 kb/s auxiliary channels. One 32 kb/s
auxiliary channel slot is reserved for system synchronization.

Using this TDM terminal, all radio stations have access simultaneously to any
of the twenty 15 kHz channels. This allows the station to receive their time
zone network feed, news services, data, voice cue, as well as other program
material. This simultaneous access is obtained by adding plug-in cards to
the mainframe equipment.

Digital transmission was selected instead of analog transmission for its data
and channel use flexibility, the outstanding quality of the received program
audio and the efficient usage of the satellite transponder. To obtain
analog-transmitted high-quality audio into a 3-meter network requires the use
of analog compression techniques. Unlike digital compression, a residue
compression is retained in the expanded analog audio. Digital transmission
provides expanded dynamic range (about 15 dB more than analog) and high
signal-to-noise ratio of a very high level that has never been experienced in
network reception.

Two types of analog radio transmission are presently used for network trans-
mission--the single channel per carrier (SCPC) and the video subcarrier or
diplex method. For quality audio reception into a 3-meter network, only the
SCPC provides acceptable performance for a large number of audio channels.

Analog earth terminals are less expensive than digital, but their satellite
transmission capacity is reduced. For high quality reception only about ten
(10) channels of 15 kHz SCPC analog transmission can be used in the satellite
3-meter network reception. Sixteen 1is probably the maximum number which
could be supported. TDM digital transmission, on the other hand, allows
twenty high-quality 15 kHz channels in the satellite.



Other competing digital approaches such as the 5-carrier Tl-rate transmission
were usually more expensive for receiving full network service. For example,
to simultaneously access digital audio or data channels in two Tl-rate trans-
mitted carriers requires additional RF and demodulating equipment. To access
data simultaneously in all five Tl-rate carriers, the terminal cost will be
prohibitive. Using the TDM approach allows access simultaneously to all
audio and digital data on the full transponder. The TDM approach is also
more immune to terrestrial interference than is the Tl-rate approach.

Scientific-Atlanta's TDM digital earth terminal provides:
e Efficient use of the satellite
o Inexpensive full transponder service
e Very high quality audio reception
e Built-in expansion capability for future services
e One-way data service capability
e Relative immunity to terrestrial interference

Scientific-Atlanta will manufacture and sell the terminals and will offer
installation and 24-hour maintenance service.

Equipment Description

The 15 kHz program signal 1is sampled at 32 kilosamples per second and
digitized to a 15-bit word. Digital commanding techniques are used to
instantaneously compress the 15-bit word to an 1ll-bit word. A parity bit is
added, resulting in a word length of 12 bits. The parity bit is used in
error concealment encoding that allows bit error rate to degrade to 10-9 with
"just perceptible" audio degradation in the 15 kHz audio channel unit. The
noise performance of the terminal is enhanced by forward-error-correction
(FEC) encoding. The combined data is bi-phase modulated (BPSK) at 70 MHz,
then upconverted to the 6 GHz band for transmission to the satellite.
Figure 1 is a block diagram of the 3-meter receive-only terminal.

The outside equipment for the basic terminal consists of Scientific-Atlanta's
3-meter antenna, a 120 Kelvin low-noise amplifier (LNA), and 200 feet of
1/2-inch foam-filled coaxial cable. This outside equipment configuration
will be satisfactory for 96% of the radio stations located within the
Continental USA. Larger antennas or lower temperature LNAs are recommended
for radio stations in Florida, Southern Texas and some areas in the upper New
England States.

The inside equipment 1is contained in two chassis that are mounted in the
radio stations' equipment rack. The wideband receiver converts 4 GHz
received transmission down to 70 MHz where it is bi-phase demodulated, the
forward error correction (FEC) coding is decoded, and the resulting 7.68 Mb/s
data stream is supplied to the data processing unit (DPU) mainframe.



The 7.68 Mb/s data is demultiplexed in the DPU chassis where the full

transponder service is available with plug-in cards. A summary specification
of the terminal is provided in Table 1.

The optional plug-in units are as follows:

Dual 15 kHz channel unit -------- Two independent 15 kHz channels on
one card
Dual 7.5 kHz channel unit ------- Two independent 7.5 kHz channels on
one card
Voice cue channel unit =----=vw-- A 32 kb/s delta modulated (CVSD) 3 kHz
voice unit on one card
Data channel unit ----vcccccan--- Three-port addressable asynchronous
‘ for slow and medium rate terminal
equipment

A three-transponder select switch will also be offered as optional equipment.
Scientific-Atlanta will also offer a full line of outside equipment including
lower temperature LNAs, Tlarger antennas, and a low sidelobe antenna for
improved performance for small orbital satellite spacing now being
considered.
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Figure 1. Three-Meter Digital Audio Terminal
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Table 1. 3-Meter Digital Audio Terminal Specification Summary

Item Specifications
Antenna
" Diameter 3 meters
Gain 39.5 dB
Low-Noise Amplifier
Noise Temperature 120°K
Gain 50 dB
Wideband BPSK Receiver
\ Downconversion Dual
Received Data Rate 8.78 Mb/s

FEC Decoding
Bit Error Rate

Digital Audio (15-kHz unit)
Sample Frequéncy
Digital Compression
Sine wave Overload Level

Peak Unaffected Signal

Signal-to-Quantizing Noise Ratio

Id1e Channel Noise

Total Harmonic Distortion

* 0 dBmO = 0 dBm into 600 ohms

Rate 7/8 hard decision
threshold decoding

Better than 10-7 on or above
33 dBW satellite power contours

32 kHz

15 to 11

+28 dBmO*

+24 dBm0

256 dB (at +22 dBm)
281 dB (below +24 dBm)
0.3% o




Receive-Only Terminal Link Performance

Performance Analysis

In this section, the RF performance of Scientific-Atlanta's 3-meter TDM digi-
tal earth terminal is reviewed. For all practical purposes, the effect of
bit errors on the digital audio performance is eliminated completely whenever
the bit error rate (BER) is equal to or better than 10-7.

The nrext paragraph reviews the location of radio stations, illustrating that
a majority of these stations are located on or above the 33 dBW power contour
of the satellite. Link fade margin is addressed, followed by a tabulation of
the link calculations. The Tlast paragraph discusses the effects of bit
errors on digital audio performance.

Satellite EIRP Contours vs. Terminal Location

Performance of the receive-only earth station depends on the earth station
equipment configuration and the satellite power or EIRP contours. The major-
ity of the end users for digital audio will be the existing radio stations,
and fortunately most of these radio stations are located on the higher EIRP
contours of the satellite. Table 2 shows a count of the top 300 Areas of
Dominant Influence (ADI) for radio market as to their location in the various
contours of a particular satellite.

Table 2. Number of Terminals Located in EIRP Contours for a
600 Terminal Network

EIRP (dBW): _ 36-35 35-34 34-33 33-32 32-31 TOTAL
No. of Terminals: 92 254 228 16 10 600

These estimates of terminal count versus satellite power contours are based
on the EIRP contours of SATCOM F1l.
Link Fade Margin
The margins required for a satellite link are substantially different than
for a terrestrial microwave system. The margins required for a satellite
1ink depend on system availability and must include allocations (margins)
for:

a. Atmospheric absorption

b. Rain fades

c. Antenna pointing errors (including wind loading effects)

d. Transmitter power level variations



One major advantage of a system which uses a saturating carrier in the trans-
ponder is that uplink fades can be neglected, since the transponder is oper-
ated beyond saturation by the expected amount of the uplink fade. Thus, this
guarantees that during maximum uplink fades, the transponder does not come
out of saturation. The downlink fade margins at 4 GHz required for a BER
availability of 99.99% are shown in Table 3.

. Table 3. Link Margin for 99.99% BER Availability

Parameter Margin (dB) Note
Atmospheric Absorption 0.1 a
Rain Fades - 0.6 b
Antenna Pointing 0.1 o
Transmit Power Variation 0.0 ) d

0.8 dB

NOTES:

a. Atmospheric absorption: 0.1 dB.

b. Rain fades: This is a function of rain rate, earth station elevation
angle, and vertical depth of rain cells. The baseline contour (32 dBW)
for the RCA system (cutting through the Southern U.S.) is at higher
elevation angles (resulting in lower fades) while the better EIRP con-
tours are at lower elevation angles so that the increased rain fade is
compensated by the higher available EIRP. For 99.99% of the time, the
downlink rain fades (heavy rain over 60mm/hr) will be under 0.6 dB
(note that a typical rain cell might extend 30 km or more in length,
but only about 2 km in depth). A satellite link will experience a fade
corresponding to the 2 km depth times the sin(x) of the elevation
angle x, whereas a microwave system would experience a fade corre-
sponding to the entire horizontal extent of the rain cell.

c. Antenna pointing errors: This is dependent on the antenha aperture and
is well under 0.1 dB for 3-meter antennas.

d. Transmit power level variations: For saturated transponder, this is
negligible since it only affects uplink losses.

Interference

The interference into the receive-only digital audio terminal is a cdmposite
of interference from various sources. The interference model used in the
calculations is shown in Table 4.

The top two C/I ratios in Table 4 are typical values while the C/I ratios for
- adjacent satellite and terrestrial interference are obtained from analysis.



Table 4. TDM Digital interference Model

Source /1 (dB)
Uplink 31
Cross Polarization 33
Adjacent Satellite 18.1
Terrestrial 30
Composite C/I* 17.5

*Composite C/I calculation: 10-1.75 = 19-3.0 4 19-3.3 4 10-1.81 4 19-3.0

Terrestrial Interference

Scientific-Atlanta employs a notch filter designed as part of its bandpass-
matched filter which reduces the effect of terrestrial interference while
enhancing the desired signal detection.

The frequency response on an ideal matched filter for 9 Mb/s BPSK modulated
signal obeys the (sin x/x)2? response with its first nulls at 29 MHz. This
ideal filter is approximated by a filter with nulls at +10 MHz, which signi-
ficantly reduces the effect of most terrestrial interference while enhancing
the detection of the desired signal.

Scientific-Atlanta's 3-meter TDM digital terminal has been tested in severe
terrestrial interference environment. Fiqures 2 and 3 are photos of frquency
spectrum measured during the ABC-Radio test with a 3-meter rooftop antenna at
1926 Broadway, New York, N.Y. The top photo shows the wideband modulated
BPSK signal between the two TD-2 terrestrial interfering signals (arrows).
The interfering signal was about the same level as the unmodulated satellite
carrier (Figure 3), or about -123 dBW. Excellent reception was obtained
during the test in the presence of this interference.

The notched matched filter provides a protection of about 38 dB from two
equal-level TD-2 levels of -116 dBW, which provides a terrestrial C/I ratio
of 30 dB.

Link Calculations

The link calculations for Scientific-Atlanta's 3-meter digital audio terminal
are illustrated in Table 5. Direct addition of the positive and negative
numbers in the top part of the table establishes the ideal downlink Ej/N,.
Power adding the composite C/I ratio results in the effective E /No. Sug-
tracting link implementation margin of 1.5 dB results in the rea?ized Eb/NO

into the rate 7/8 threshold decoder. The last table entries are the margins
above BER = 10-7 for the various satellite contours. In all cases, adequate
margin is available for excellent digital audio reception.



Figure 2. Wideband BPSK Signal Received by 3-Meter Rooftop Antenna
at 1926 Broadway, New York, NY. Terrestrial Interfering Signal
at =10 MHz from Transponder Center

Figure 3. _Center Spike is Unmodulated Carrier Received from Satellite
mto 3-Meter Rooftop Antenna




Table 5. Three-Meter Network Link Calculation

Parameters Values Notes
Satellite Saturated EIRP (dBW) 32.0 33.0 34.0
Multiple Carrier Loss (dBW) 0.0 0.0 0.0
Space Loss (dB) -196.8 -196.8 -196.8
Boltzmann's Constant (dB) +228.6 +228.6 +228.6
Information Rate (7.68 Mh/s) - 68.9 - 68.9 - 68.9
3-Meter, 120° LNA G/T + 17.5 + 17.5 + 17.5 (1)
Ideal Downlink Ep/N, (dB) 12.4 13.4 14.4
Fade Margin (99.99%) (dB) - 0.8 - 0.8 - 0.8 (2)

Downlink Ey/N, (dB) 11.6 12.6 13.6 (5)
Composite C/I (dB)

(4.0° orbital spacing) 17.5 17.5 17.5 (3)

Effective Ej/Ng (dB) 10.6 11.4 12.1
Link Implementation Loss (dB) - 1.5 - 1.5 - 1.5 (4)

FEC Decoder Ej/N, 9.1 9.9 '10.6
Decoder E,/N, for BER = 10-7 8.1 8.1 8.1 (5)

Extra Margin above BER = 10-7 =~ 1.0 1.8 2.5
NOTES:

(1)

(2)
(3)

The G/T varies with the elevation angle of the antenna: G/T = 17 dB/K
at 5° elevation up to 17.9 dB/K at 40° elevation. An average value of
17.5 dB/K is used in the calculations.

99.99% fade margin discussed in 1ink fade margin section above.

Composite C/I discussed in interference section above. For 3° orbital
spacing C/I reduces to 15 dB, which reduces the FEC decoder Ep/Ng
by 0.6, 0.8, and 0.9 dB on the 32, 33, and 34 dBW contours
respectively.

Typical measured performance over simulated satellite 1link wusing
Scientific-Atlanta's BPSK modulator and demodulator is better than 1 dB
from theory.

The decoder 1is rate 7/8 1-bit hard decision threshold decoder. Value
is measured value.



If additional margin is required at some stations, it can be obtained by
increasing the terminal G/T. Typical G/T increases obtained by modifying the
outside equipment are listed in Table 6.

Table 6. Methods of Increasing G/T

Modification ’ Typical
Antenna Dia. LNA (Kelvin) G/T Increase (dB)
3.0 M 120 ~0-
3.0 M 100 0.5
3.0M 90 0.9
3.0M 80 1.2
3.6 M 120 1.0
3.6 M 100 1.5
3.6 M 90 1.9
3.6 M 80 2.2
4.6 M 120 3.7

Interpretation of the Effect of BER on Digital Audio Performance

The bit error rate (BER) is the average rate at which bit errors occur; it is
the estimate of the bit error probability. The BER remains constant whether
we consider the high-speed 7.68 Mb/s data stream or a single 15 kHz channel
(384 kb/s) demultiplexed from this high-speed data stream. Scientific-
Atlanta uses a single bit error concealment encoding to further enhance the
performance of the digital audio terminal. The subjective performance of
this terminal is illustrated in Figure 4 on a subjective impairment grade.
Since the RF 1link is designed to operate at 10-7 error rate or better, the
effects of bit errors will not degrade the performance.
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Theory of Digital Communications
Dr. James S. Gray

Why Digital Communications

There is an ever increasing number of digital sources that need to communi-
cate with each other. Computer mainframes need to talk to computer main-
frames, files need to be transferred from one memory bank to another memory
bank. Word processors, "dumb" terminals, "smart" terminals, and other types
of business machines all need to talk with other business machines. With the
advent of electronic mail, documents can be transmitted using digital facsi-
mile. This will significantly change the way information is routed around
the nation in the future.

There are also advantages to the digitization of analog sources. For
example, if we digitize audio, then one can have a mixed voice data network.
Toll quality voice can be achieved at 32 kb/s using CVSD (Continuous Variable
Slope Delta Modulation) at the present time. Some laboratories are claiming
toll quality voice at 16 kb/s, and various companies are working on accept-
able quality voice at 9.6 kb/s. Another area of considerable research
effort at the present time is digital video. One application is video con-
ferencing by corporations to eliminate the high cost of individuals traveling
to meet with each other. Various companies are working on techniques such
that acceptable video with motion is achieved at a T-1 data rate. With the
ever increasing cost of fuel related to the OPEC situation, it is logical to
assume that with time this is going to become the mechanism by which differ-
ent organizations or different groups within a given organization communicate
with each other. Broadcast quality video can be transmitted at the present
time at 22 Mb/s using the proper source encoding equipment. The problem,
however, is that this equipment is too expensive. If one could achieve Tow-
cost source encoding equipment, then one could transmit two video signals
over one transponder with an aggregate data rate of 44 Mb/s. This allows
enough excess bandwidth to add sophisticated error correction coding. One
should use error correction coding because redundancy reduction techniques
make the effects of bit errors more important. Thus, with the proper source
encoding equipment, one could alleviate the current transponder shortage
problem by transmitting two video programs over one transponder, as opposed
to the one presently being transmitted using FM techniques.

Another advantage of using digital techniques to transmit analog information
is that one one accepts the inherent distortion due to quantization, then by
using the proper combination of modulation technique, forward error correc-
tion coding, power, bit rate, etc., one can guarantee a low enough error rate
so that there is no more degradation in the signal over the initial quantiza-
tion error. When one transmits an analog signal using analog techniques with
repeaters, the signal-to-noise ratio continuously degrades. With the digital
situation, one can keep the error rate low enough that the effect of going
through multiple repeaters in a system does not degrade the overall
quality of the transmitted signal. Finally, digital techniques allow one to
easily encrypt the signal to maintain the privacy of information. Most ana-
log encryption techniques are easily defeated and do not achieve much protec-
tion. Digital encryption techniques, however, are extremely powerful and can
ensure the privacy required in business communication networks.



How Do We Transmit Digital Information Via Satellite

Consider an RF carrier A cos(wct + @). One can transmit digital informa-
tion via the satellite by modulating the amplitude A of the RF carrier, by
modulating the frequency wc of the carrier, or by modulating the phase § of
the carrier. Figure 1 shows a comparison of performance between modulating
the amplitude, frequency, and phase of the carrier. The 00K curve represents
gating the amplitude on and off the carrier. For example, a One is the car-
rier being gated on with the amplitude equal to A, and a Zero represents the
carrier being gated off or A=0. One sees that this technique takes the most
power for a given bit error rate. The second technique consists of modulat-
ing the frequency of the carrier so that a One corresponds to one frequency
for the RF carrier, and a Zero corresponds to a second frequency. This tech-
nique is more efficient than On/Off Keying, but still not as efficient as
modulating the phase. The third technique consists of actually modulating
the phase of the carrier according to the data state. As shown, this is the
most efficient of the three in terms of requiring the minimum energy for a
given bit error rate. It should be noted that the normalized signal-to-noise
used in comparing these techniques is a quantity called Ey/Ng. Ep is
energy per bit, and Ngyis the spectral density of the noise. Measuring
performance versus Ep/Ny allows us to normalize the performance and make
it independent of the given data rate. For those who are more used to think-
ing in a C/N sense, let's examine Ep/Ny. Energy per bit is power-times-
time, so take carrier power C times bit period T to end up with CT/Ng. But
CT/N, can be written as C divided by No/T. However, T is equal to bit
period, so 1/T is equal to R or the bit rate; therefore, one ends up with
En/Ng equal to C/NgR. But NgR is the noise power in a bit rate band-
width, so Ep/Ngis C/N where N is measured in a bit rate bandwidth. This
expression is shown in Figure 1. The PSK curve shown in Figure 1 is equally
valid for biphase modulation where we take each bit and modulate the carrier
into two phase states, or by quadraphase modulation where we take every two
bits or dibits and modulate the carrier into four phase states. The reason
for this will be explained shortly. How do we modulate the phase of an Rf
carrier? In Figure 2, the vector representation of this is also presented
for one symbol period or bit period of the data stream. BPSK can be repre-
sented as Y(t) = A cos fuct + B(t))s where P(t) is zero for a One and B(t)
equals = for a Zero.

Another important representation is to rewrite this as A(t) cos{wct + §)
where A(t) is +1 for a One and -1 for a Zero. Thus we can treat BPSK modu-
lation as double-sideband suppressed-carrier AM-type modulation where one is
mutiplying the RF carrier by a waveform that has a plus 1 normalized value
for a zero-degree phase state and a minus-one value for a 180° phase state.
Also shown in Figure 2 is the vector representation for quadraphase shift key
modulation. As one can see, the 00 vector is zero degrees, the 01 vector is
90°, the 11 vector is 180°, and the 10 vector is 270°. One must judiciously
pick phase states so that a 90° phase error only causes one bit error and not
two bit errors. The time domain representation of the RF carrier for the
different phase states is also shown. One can represent QPSK as Y(t) =
(wct + B(t)) where P(t) takes on the different phase values according to
the expression shown. There are obviously other codings. This expression
can be rewritten as two BPSK modulated quadrature carriers; that is, Y(t) =
a(t) cos(wct + @) + b(t) sin(wct + O) where a(t) is a 1 normalized bit
stream and b(t) is also a *1 normalized bit stream. Thus, the odd bits in
the original data stream are put into a(t) and the even bits into a b(t). As
discussed previously, BPSK and QPSK have the same theoretical curve as shown
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Figure 1. Comparison of Modulation Techniques

in Figure 3. The reason for this follows: One can think of QPSK as modulat-
ing two quadrature carriers at half the data rate; thus, we have used half
the RF power for each data stream. However, the bit period for each data
stream now is twice as long. Therefore, when one takes half the power times
twice the bit period, one ends up with the same Ep/N, on each carrier as
one originally had for a BPSK carrier and thus can achieve an overall bit
error rate for each quadrature carrier that is the same as the orginal BPSK
bit error rate.
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Figure 2. BPSK and QPSK Modulation

Transponder Limitations

Transponders are inherently limited in their bandwidth and their power. For
example, a typical C-band transponder has a 36-MHz bandwidth. A typical
saturated EIRP is about 36 dBW, and allowing a 4-dB output backoff for linear
operation with multiple carriers results in effective EIRP of about 32 dBW.
Thus, one is limited by the bandwidth used to transmit over the satellite and
also by the power one can use. How can we combat both these effects? First,
let us consider filtering. The spectrum for non-bandlimited NRZ (non-return
to zero code) is shown in Figure 4. The spectrum roll-off has a(sin x)/x)2
characteristic. The nulls of the spectrum are at the symbol rate, where for
BPSK the symbol rate is equal to the bit rate and for QPSK the symbol or baud
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rate (or the rate at which one changes modulation parameters) is at one-half
the bit rate. This 1is because in QPSK one changes the phase of the four
phase states every two bit periods of the original data stream. Let us take
several QPSK spectrums that are non-bandlimited and place them at 1 1/2 times
the baud rate spacing. This is shown in Figure 5. As one can see, there are
considerable tails from adjacent carriers that spread into the mainlobe of
the desired carrier. The power from adjacent channels acts like noise for
the desired channel and is called adjacent channel interference (ACI). Thus,
one's effective signal-to-noise ratio is lowered, and it takes more power
over the satellite to achieve a given bit error rate.
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In Figure 6, the original (sin x)/x)2 spectrum is shown, then a typical
transmit filter spectrum is shown. The resultant combination spectrum is
then presented in the second part of the figure. If one takes this band-
limited spectrum and stacks such spectrums at 1-1/2 times the baud rate spac-
ing, one gets the figure in the bottom of the figure. Now it is seen that
there is minimal overlap between the spectrums. Therefore, by filtering one
can eliminate the power from adjacent channels and minimize the effects of
ACI. Not just any filtering can be used, however, because the effects can be
quite insidious.
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Filtering

To illustrate the effects of filtering, let us consider an On/Off Key-type
system, where there is a pulse for a One and there is no pulse for a Zero.
Thus, one is trying to distinguish between the absence or presence of pulses.
Ideally, the threshold is at half the peak value of a pulse. Shown in the
top part of Figure 7 is a bit stream with a non-optimum type of filtering.
There are considerable tails to the pulses. At the point where one is trying
to make a decision on a given pulse, it is seen that there are considerable
tails from adjacent pulses. These pulse tails add up to cause confusion,
just as noise causes confusion around the sampling point, and thus act like
noise on the decision process. This effect is called inter-symbol inter-
ference (ISI). Thus, while filtering can be used to eliminate the power from
adjacent channels, filtering itself can cause an equivalent noise due to the
inter-symbol interference and can cause an increase in the power required to
achieve a certain bit error rate. Is there a method of filtering such that
this degradation is not caused? If one uses Nyquist Filtering, where one has
the proper odd type of symmetry around the 6-dB point of the overall fil-
tering through the whole system, then one can achieve the condition where all
other pulses are going through zero at the time a given pulse is being
sampled. Thus, one can optimally control the tails of the pulses so that
these are all going through zero at the time one makes a state-estimation on
a given pulse. This is shown in the bottom diagram where a set of Nyquist



pulses is presented for the same bit pattern as that at the top of the
figure. Thus, there is a very important trade between ISI and ACI--one has
to filter in a very special way and trades eliminating power from the adja-
cent channel versus the inter-symbol interferences caused by filtering a
given channel. Of course, one can only approximate the Nyquist waveforms.
Therefore, there is always a trade between filter compliexity, how much ISI
one is creating by filtering, and how much ACI one is eliminating. The time
domain response of the overall filtering in the whole system, that is, modu-
lators, upconverters, transponders, downconverters, demodulators, all deter-
mine the ultimate bit error rate performance of the system. It should be
noted that amplifiers have other limitations in the sense that they have
finite slew rates. There are only finite energy sources available and,
therefore, the time domain response is not always the inverse Fourier trans-
form of the frequency domain response. The inverse Fourier transform assumes
there is always adequate current or voltage available. In reality this is
not always the case; therefore, one must also carefully consider the slew
rate limitations of equipment. In summary, with proper filtering one can
bandlimit the spectrum, which allows one to stack up many more carriers on
the transponder than would be possible without filtering. It is also to be
emphasized that the filtering must be a very special kind, and there is a
definite trade in the final analysis between minimizing adjacent channel
interference, minimizing inter-symbol interference, and maximizing signal-to-
noise ratio at the decision time. For example, with the proper filtering,
one can place 800 each 56-kb/s carriers on a 36-MHz-wide transponder due to
bandwidth Timitations alone.

INFORMATION BITS

—ln
INPUT | . | CODED
DATA 112|314 151617 X [~ DATA
2 STREAM
PARITY
SHIFT REGISTER BITS
i

EXCLUSIVE OR
ODD NO. OF ONES 1
EVEN NO. OF ONES 0

Figure 8. Coding Example r = 1/2 Convolutional Encoder




Coding

Let us next consider power limitations and how one combats this limitation.
The non-bandlimited PSK curve was shown in Figure 3. [Is there a mechanism by
which a given bit error rate performance can be achieved at a lower power
level? Thankfully, there is and this is known as forward error correction
(FEC) coding. 1In forward error correction coding, a controlled redundancy is
added to the data necessitating an increase in the actual transmit bit rate,
but at the same time achieving a net reduction in the amount of power
required in transmission. 1In general, one talks about rate K/N codes. For K
information bits, there are N coded output bits. The output coded bit rate
is known as the symbol rate. One should be careful not to confuse the baud
rate or the symbol rate of a modulator (the rate at which one changes modula-
tion parameters) with the symbol rate of the FEC Codec (the coded output data
rate). The output data rate of the encoder is N divided by K times the
information data rate R. It should also be noted that when one encodes, one
increases the data rate, thereby decreasing the energy per bit. One has to
take that into count in calculating the coding gain. In other words, the net
coding gain is the code overall gain minus the loss due to spreading the
energy by increasing the data rate. An example of a good cost-effective
coder is a convolutional coder with threshold decoding. An example of a
simple convolutional coder with threshold decoding is used to illustrate the
idea of coding. 1In Figure 8, a rate 1/2 convolutional encoder is presented.
Here the input data is routed through a 7-bit shift register. The input data
is also routed around the register into the output MUX. As one can see,
different stages of the register are Exclusive-Or-ed together to produce what
is known as a parity bit. An Exclusive-Or logic circuit produces a One
output when there is an odd number of One inputs. If there is an even number
of Ones, the output is a zero. One can multiplex -the two data streams
together into one coded stream at twice the original information data rate.
If one is wusing QPSK modulation, one can alternatively put the original
information bits on one quadrature carrier and put the parity bits in the
other quadrature carrier. In Figure 9, the corresponding threshold decoder
is shown. The data that is received with errors is demultiplexed into two
data streams. One has to achieve branch synchronization such that one has
the information bits in the proper data stream and parity bits in the other
data stream. The information bits are routed through a parity generator just
like the one in the encoder where the parity bits are recreated. These
recreated parity bits are then compared with the parity bits received over
the satellite. The comparison output, which is a module-two comparison (an
Exclusive-0r), is called a syndrome. Now, if there is a single parity error,
this will cause a 1000000 syndrome pattern as shown in the figure. However,
if there is a bit error while the parity bit is correct, then as the bit
error goes through the shift register, every time it is in one of the places
where there is a tap, it will cause the recreated parity bit to be wrong and
will generate a One in the syndrome. Therefore, a 1100101 syndrome pattern
will be generated as shown. The syndromes are fed into a 7-bit shift
register where this pattern is the input to a threshold circuit. Thus, with
a single bit error, a threshold of four could be used. Whenever a threshold
of four is achieved by summing the proper places in the syndrome register,
then the threshold circuit can be used to correct the information bit and
eliminate the error. What is known as syndrome feedback can also be used so
that at the time the information bit is corrected, the syndrome register
contents are inverted. This allows one to achieve somewhat more coding gain.
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Thus, one can see by this simple coding example how certain syndrome patterns
can be recognized and used to discover and correct the bit errors by adding
some controlled redundancy to the orginal data. In Scientific-Atlanta's
commercial digital modem-forward error correction codec, we are presently
using a rate 7/8 FEC coder that will take a 10™* channel bit error rate and
correct it to 10-° bit error rate. Thus, five orders of magnitude
improvement in error rate are achieved by coding. At the same time, being a
high rate code, that is 7/8, the spectrum is only spread by a factor of 8/7
times the original information data rate. Ideally, one would like a high
rate code in which one spreads the spectrum very little while at the same
time achieving a lot of coding gain. Presently, most links are more power-
limited than bandwidth-limited. For example, with 5-meter antennas and 56-
kb/s data streams using rate 7/8 coding, one can typically put up 200
carriers on a single transponder if one allows properly for margin, pointing
error, rain, etc., whereas the bandwidth limitation of the filters would
allow 800 carriers. If one uses 10-meter antennas, however, where one
basically has a 6-dB gain over a 5-meter antenna, the net number of carriers
due to power limitations has approached 800 carriers and the number of
carriers due to bandwidth limitations is approximately 800 carriers. This is
usually an optimal operating point for a link. However, it cannot be
overemphasized that the fundamental limitation is economics and what is most
feasible or actually used is very much driven by the economics of the
situation.
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Figure 9. Coding Example: Threshold Decoder for r-1/2 Code




Scientific-Atlanta Digital Earth Terminal

To allow cost-effective digital transmission over satellites, Scientific-
Atlanta has developed a complete line of digital earth terminal products.
Nyquist quadraphase and biphase modems with corresponding forward-error cor-
rection codecs allow one to transmit at low power levels and yet occupy a
minimum spectrum. The associated low-phase noise modem synthesizers have
also been developed that allow one to vary modem transmit and receive fre-
quencies. 1 For N switches allow the user to back up N modems and replace a
failed modem with a backup unit, thereby increasing the availability of the
link. There have been similar developments in the area of up- and downcon-
verters with respect to achieving phase noise performance that is adequate
for data transmission. A monitoring and control unit, MCU, monitors the
overall earth station, switches out any component that has failed, calls up
an overall master station, and verifies by telephone line that there has been
a replacement of a failed unit, thus allowing one to dispatch service person-
nel. These units have all been designed to provide a cost-effective solution
to the problem of transmitting information digitally via satellite.

Summary

The previous sections have given an overview of how one can transmit informa-
tion over earth satellites using digital techniques and why one might want to
do so. It should be emphasized, as previously stated, that the final driving
force is economics and not technology. That is to say, one can always use a
powerful enough FEC coder or large antenna such that one can get the link to
be bandwidth-1imited as well as power-limited. This, however, might not be a
cost-effective solution for a given business network. As also discussed
previously, there could be great advantage to transmitting broadcast video
over the satellite using digital techniques. The source encoding equipment
at this time, however, is too expensive for this to be economically viable.
Thus, digital earth station equipment must use technology to provide cost-
effective solutions for the transmission of digital data via satellite.
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Error-Correction Coding
' John F. Schimm, Jr.
Introduction

Error correcting coding is a signal processing technique used to improve the
reliability of messages on digital channels. Many different types of digital
channels exist--satellite data links, digital telphone links, microwave chan-
nels, computer mainframe memories, computer magtape, holographic and photo-
graphic film. Each digital channel medium has its own set of characteristics
and idiosyncrasies. Many methods and approaches to error correction exist.
This discussion is limited to error correction for satellite data 1links.
Even in this limited area, many diverse approaches to error control exist.

Automatic request repeat (ARQ) is an error control technique that repeats the
transmission when an error is detected in the reception. File transfers of
computer tape to computer tape use this method for overall error control.
Clearly, this method becomes very inefficient when the channel errors become
excessive or when transmission delay times are large.

FEC Coding

For satellite data links, feed forward error correction (FEC) is a proven
efficient method for improving data reliability. This method allows trans-
mission of data over an imperfect channel with the data reliability restored
after reception. Typically, an encoder and decoder are added to the digital
data link. A simple block diagram is shown below:

DATA MODULATOR ) &
Iy DATA USER
SOURCE Y ANEMITTER DEMODULATOR

Although individual FEC coding schemes take on many different forms, two
ingredients are common to all. One is redundancy. Coded digital messages
always contain extra or redundant symbols. These symbols are used to accen-
tuate the uniqueness of the message, and are chosen so that channel noise
will not corrupt enough symbols in a message to destroy its uniqueness. The
second ingredient is noise averaging. Averaging is obtained by making the
redundant symbols depend on a span of information symbols. Since the amount
of noise that affects an individual bit varies in a probabilistic fashion
with large noise excursions being rather infrequent, one can ameliorate their
effect by averaging over several received symbols.

Bit Error Rate and Ep/No

One of the quality measures of a digital channel is bit error rate (BER).
The BER of a channel is measured by counting the number of errors E which
occur in a block of B bits. Then BER = E/B. Thus, a BER of 10-7 means we
would expect to have an average of one error in every 107 bits. Another way



to see this is to say that the probability that an individual bit is in error
is 10°7. C(Clearly, the BER tells nothing about the probability distribution
of the errors, which can be 1mportant For satellite data links, an excel-
lent model for this distribution is the white Guassian noise channel.

An important quantifying measure of a digital channel is the energy-per-bit-
to-nofise-density ratio (Eb/NO). In essence, the received Ey /N, of a channel

repreéents the received signal-to-noise ratio. Thus,

L R

| No N R

' where

' C = Received carrier power.

' N = Received noise power.

' NB = Received noise power measured in B rectangular bandwidth.
R = Channel symbol rate.

At this point, one might ask, "Given a specified Eb/NO, what is the best BER

we can expect?" The answer to this question depends on the modulation method
and type of receiver used. One modulation method, phase-shift keying (PSK),
has shown itself to give good error performance with reasonable receiver
hardware complexity. This modulation technique is also somewhat impervious
to centain types of interference. A plot of the theoretical BER performance -
of PSK ‘modulation used with a coherent receiver is shown in Figure 1 as the
uncoded curve. The BER or P, for this curve is given by:

Pe = Q /2 Eb7No

where the Q function is given by:

! o

EROK

A tabﬁe of BER values versus E /No is given in the Appendix. Note that by
increasing £y /N, we may decrease the BER. The goal of FEC coding is to allow
one tﬁ ach1eve a q1ven BER at a small E./ In Figure 1, we see an uncoded
system requires a minimum of Eb/N of 1? 3 %48 to achieve a BER of 10-7. The

coded curve shows us that this same BER can be achieved in a coded system at
an Eb/N0 of only 8.0-dB or a 3.3-dB savings. However, keep in mind that the

coded system requires adding redundant symbols to the input message. Thus,
our transmission data rate (or baud rate) and reguired channel bandwidth have
increased according to the number of redundant symbols added. The rate (R)
of the coded system is 1nvprse1y related to the bandspreading required. In
Figure 1, the code rate is R = 7/8, meaning for every seven input symbols,
eightloutput symbols are produced. Thus, the bandspreading of this code is
8/7. o
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Economic Implications

The 3.3-dB gain of the above-coded system may be viewed in several different
ways. For example, if one were comparing antenna sizes, a 7-meter-dish
antenna provides 3-dB gain over a 5-meter dish. Or, if one is comparing
LNAs, an 80°K LNA provides about 1.2 dB over a 120°K LNA. By comparing the
cost versus the gains, one will find that the coder 1is the most cost-
effective method to achieve link margin gain.

In many systems, it is economically feasible to justify all three methods of
improving link margin. Figure 2 shows a plot of percent bandwidth versus
percent power. In leasing satellite transponder space from the common car-
riers, costs are based on the percent of total power used or percent of total
bandwidth used, with the largest percent being the governing cost. A power-
limited 1ink (in our definition of usage) is one which has a larger percent
power requirement than percent bandwidth requirement. A bandwidth-1imited
Yink is just the opposite. For the power-limited link, the use of coding,
larger antenna and/or higher performance LNA are justified. These improve-
ments move the power-bandwidth operating point as shown in Figure 2 from
point A to point B or C. For a bandwidth-limited link, these changes are
unnecessary, as the constraining factor or cost is the bandwidth usage.

Most satellite links tend to be power-limited, although there are efforts to
conserve bandwidth as well. In the Rate 7/8 coded system discussed previ-
ously, a 3-dB gain will improve a 100% power-requiring link to a 50% power
requirfing link. If the bandwidth requirements were 25%, the rate 7/8 coded
system will require 28.6% of the available bandwidth. In other words, we
have cut the cost of operating the link by 50% with only 3.6% more of the
available bandwidth required. Because an individual user's link is unique,
each must be optimized for antenna size, LNA and coding. Other factors not
discusised are the number of transmit sites, number of receive sites and con-
figuration of the network. Optimization of these factors is beyond the scope
of this discussion.

In the next section we discuss codes and coding technique which can achieve
various amounts of link margin gain.
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Coding Technigue

Many goéd-to-exce]]ent codes and coding methods exist. The primary perform-
ance limitation in most coded systems is the complexity of the decoder.
Thus, in discussing coding it is very important to look at the decoding
method and its hardware requirements.

There are two basic methods of coding--block and convolutional. A block
code, as the name imples, groups the input data into blocks of k bits. For
each input block of k bits, the encoder produces an output block of n bits.
Thus, n=k additional bits are added.

BLOCK OF
k BITS

— ENCODER g BLOCK OF n BITS

The rate of this code is then R = k/n. Now, if the k input bits are part of
the n output bits, then the code is termed systematic. Codes not possessing
this property are termed non-systematic. For block codes, there is no memory
between blocks. In other words, an output block is dependent only on its
input block and not on any previous input blocks.

Systematic codes have the obvious advantage that the information bits appear
as part' of the codeword. This reduces complexity and requires less buffering
and datia manipulation. Also, the BER of the link may be checked with error
correction inhibited. For BER, performance-wise, there js no difference for
systematic versus non-systematic linear block codes. Because of this, sys-
tematic codes are used almost exclusively. For convolutional codes (to be
discussed), there is typically a BER performance advantage for a non-system-
at ic code when used with certain types of decoders.

Well-known linear block codes include:

e Hamming Single error correcting
e BCH Multiple error correcting
e Reed Solomon Multiple symbol correcting

This list is by no means inclusive, as many other types of block codes exist.

Although there are also many ways to decode block codes, three of the better
known techniques are threshold decoding, Meggitt decoding, and algebraic
decoding. Meggitt decoders can, in principle, decode any cyclic code (of
which cyclic Hamming and BCH codes are members). Practical hardware consid-
erations 1imit use of these decoders to three random error correcting codes
or less. Performance gains are in the 1- to 2.5-dB range.



Threshold decoders are very similar to Meggit decoders, but require the code
to have a certain structure in order to work. For these todes threshold
decoding is a simple and powerful algorithm. Performance gains of up to
3.5 dB are possible with reasonable hardware. Also, threshold decoding can
be implemented fairly easily at high data rates where other methods may
require hardware faster than present state-of-the-art.

Algebraic decoding is the most powerful decoding method of the three
discussed. It is also the most complex in hardware. This method uses the
cyclic and algebraic properties of the code to construct a set of simultane-
ous equations in several unknowns. An efficient solution to these equations
can be found by using Berlekamp's algorithm.l Then, using Chien's search
method? the error locations can be found. Additionally, Burton's method3 may
be used to replace an inversion step. Algebraic decoding is generally used
with BCH codes or Reed-Solomon codes and can provide some impressive gains.
This method's major drawback is its lack of ability to accommodate soft-
decision information. As a result, algebraic decoders (especially Reed-
Solomon decoders) are often used as the outer decoder in a concatenated code
scheme. The inner decoder is generally a soft-decision decoder utilizing a
short-constraint-length code. Performance gains of 6 to 7 dB are not uncom-
mon for this configuration.

Convolutional Codes

Convolutional codes, like block codes, produce an n-bit output codeword for
every k-bit 1input message. For a convolutional code, however, the output
codeword is not only a function of the present k-bit input message, but can
also be influenced by previous input messages. Thus, a convolutional encoder
has memory of previous input messages. .

k BIT WORD

ENCODER (—— n BIT WORD

MEMORY [P

The constraint length of the code is usually defined as simply the number of
bits in the encoder memory plus the number of inputs.




Because it contains memory, a convolutional encoder may be regarded as a
state machine, with the state being determined by the memory contents.

RATE 1/2 ENCODER CONSTRAINT LENGTH = 3

INPUT ————

MUX = QUTPUT

z1 represents one bit delay

The k-bit input message modifies the state of the mighine on the next clock
cycle. Effectively, the k-bit input defines one of 2" possible branches to a
new state. With each branching operation, an n-bit codeword is output for
transmission over the channel. 1In the example above, there are four possible
states 00, 01, 10, and 11. The input message, either 0 or 1, defines one of
two branches. For each branch operation, the encoder outputs a 2-bit code-
word. A state diagram can be defined as follows:

0/00

The binary bits inside the circles define the state. The symbol along the
top of a transition line indicates the input symbols at the encoder that
cause that transition, and the symbols below the transition line show the
resulting channel symbols at the encoder output. A sequence of information
symbols define a path through the state diagram, and the channel symbols
encountered along this path produce the resulting encoded channel sequence.



An alternative method of describing a convolutional code is in terms of a
coding tree. Figure 3 shows a coding tree for the example above. An input
of "0" chooses an upper branch from a node, while an input of "1" chooses a
lower branch. The output symbols are indicated above each branch. From this
diagram it is clear that beyond three branches (or one constraint length)
into the tree, the structure becomes repetitive. This effect occurs because
of the finite number of states in the encoder. An alternate tree drawing
that eliminates the duplicate states is shown in Figure 4 and is called a
trellis, a tree-like structure with merging branches. Code branches produced
by an input Os are shown as solid lines, while input 1ls produce a dashed
line. Once again, the output symbols are shown along the top of each line.
Each set of four vertically aligned points (or nodes) represents the four
possible states of the encoder.

To decode a convolutional code, there are basically two approaches. Dne
approach relies on the tree structure of the code and estimates the original
path taken by the encoder. Decoders of this type are maximum likelihood
(viterbi) decoders and sequential decoders. The other approach relies only
on the distance properties between codewords over its constraint length. A
decoder of this type is the threshold decoder.

Maximum likelihood decoders (MLD) estimate the path through the trellis by
correlating the actual received symbol sequence with all possible transmitted
symbol sequences of a given length (typically, four or five constraint
lengths). For code of constraint lenath 6, this method would require approx-
imately 230 = 1,07 x 10° comparisions. In 1967, Viterbi" published an algo-
rithm which dramatically reduces the number of comparisons required. This
algorithm is essentially a dynamic programming solution to finding the path
with the highest correlation. For each of the possible states of the
encoder, a M.D decoder stores a path metric and path specification of the
best piFh to that state. At a new iteration, each state is extended to the
next 2" nodes in the trellis.

A branch metric is calculated for each extension by correlating the actual
received symbol with the hynothesized transmitted symbol for that extension.
The branch metric is added to the old path metric to produce a new path met-
ric at the new state. At this point, 2K paths (with their associated path
metric) point to each new state. The path specification with best metric is
chosen and the remaining paths are deleted. The algorithm then repeats
itself extending these states to new states.

After the decoder has accumulated a path specification to a depth of several
constraint lengths, the initial part of the path estimated may be output to
the user. A traceback algorithm selects the path with the best metric at the
deepest depth and traces back through four or five constraint lengths. The
oldest constraint length of data estimates on this path form the output to
the user.



Viterbi decoders (or M.Ds) achieve respectable coding qains (5 dB at 10-3
BER, rate 1/2 code, constraint length = 6, 3-bit soft decision) for reason-
able hardware complexity. Practically, these decoders are limited to use
with codes of constraint lengths less than 8 due to the storaae requirements
for the states. (Storage requirements increase exponentially with constraint
length.) Also, most MLDs are built for code rates of 1/2 to 3/4. An M.D
built for a code rate of 7/8 would require fairly complex hardware. However,
methods exist to trick a 1/2 decoder to operate at a higher rate at the
expense of reduced coding gain.S

Sequential decoding is another error correction technique which relies on the
trellis (tree) structure of convolutional codes. Sequential decoding is. very
similar to MLD decoding in that branch metrics, path metrics and path speci-
fications are stored. However, sequential decoding does not keep track of
these quantities for all possible encoder states. Rather, only the path and
states that appear to be the most probable are extended. Because of this
Timited search, the decoder is never completely certain that the present path
is the best,.

This approach can be viewed as a trial-and-error search for the correct path
in the code tree. The search is performed in a sequential manner, operating
always on a single path. At each step, the decoder moves forward by extend-
ing the most probable branch from the current node or state. The decoder is
allowed to back up and change previous branch decisions. If an incorrect
branch is taken, subsequent extension of this path will be wrong. The
decoder is able to recognize this situation by examining the path metric.
However, it is possible to extend an incorrect path for several branches.
These computational requirements for these sequential decisions are variable
and dependent on the severity of the channel noise. During periods of Tow
noise, the decoder advances quickly through the tree, seldom following an
incorrect branch. However, when the channel noise increases due to its prob-
abilistic nature, the decoder will exp]ore many incorrect paths before find-
ing the correct path

10
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Because of the variable speed with which the decoder advances through the
tree, input and ouput buffers are required to keep the data flow continuous.
Indeed, there is a finite probability that the decoder will overflow the
input buffer before a good path can be found. In this case, the decoder is
forced to reset itself. This action causes the data buffer to be output
uncorrected and is known as an erasure of the data bits. The two best known
sequential decoding methods, the Fano algorithm and the stack algorithm, are
both not erasure free. A batch algorithm deve1opment by Chevilatt and
Costel10® called the multiple-stack algorithm (MSA) is erasure free. How-
ever, adaptation of this algorithm to medium speed continuous operation
involves solving challenging memory management problems. For all types of
sequential decoders, the probability of buffer overflow can be minimized
through proper code selection and adjustment of other parameters.

Threshold Decoding Using CSOC Codes

Convolutional self-orthogonal codes (CSOC) form a large class of systematic
convolutional codes of various code rates and error correcting abilities.
These codes are called self-orthogonal since an additional orthogonalization
step is not required in decoding. Figure 5 shows a block diagram of a rate
7/8 decoder. An encoder, G(D), processes the information bits and computes a
parity bit which is affixed to the encoder output bit stream. The decoder
processes the received bits which have been corrupted by channel noise. A
re-encoder G°(D) encodes the receive bits in the same manner as did the
encoder. By comparing the received parity bits with the regenerated parity

12




bits, a syndrome bit is formed and stored in the syndrome register. The
threshold circuits look for various patterns of "ones" in the syndrome bits
to estimate the occurrence of errors. The resets to the syndrome register
remove the effect of a given error estimate on following error estimates.

For a rate 7/8, J=6, dpin = 7 CSOC code, the encoder and syndrome registers

are 146 bits long. Figure 6 shows a block diagram of the encoder register,
and Figure 7 shows the syndrome register. This code can correct any three
errors occurring in its constraint length of 1176 bits. The performance of
this code was shown earlier in Figure 1, along with uncoded theory for a PSK
jdeal receiver. At 10-7 output BER, this code provides 3.3-dB gain. Thus,
using this coder, a 56K bits/s communications link could be operated at less
than half the power. The transmitted singal would, of course, be bandspread

to 8/7 x 56 baud/s = 64K baud. At 10-% output BER, this code provides 3.8-dB
gain.
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Figure 5. Decoder Block Diagram
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Conclusion

Coding is a cost-effective means of increasing the energy efficiency of a
power-limited digital data communications link. Various system parameters
and characteristics must be taken into account when optimizing the data link
for the users' needs. Many different methods of coding have been developed
and are available for meeting the unique requirements of various digital
communication link configurations.
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The SAbus Interface — A System Solution

G. Hammond/B. Reifman

Introduction

In recent years, more satellite earth station owners are requiring remote
monitor and control capability to effectively manage their systems. The most
common approach has been to provide individual contact-closure interfaces
from each piece of equipment to a central control panel. . Although this
approach is simple to design, it is generally inflexible and requires signi-
ficant effort in system implementation due to the wiring effort alone.

The SAbus is an interface designed explicitly as an economical method of
providing complex remote monitor and control capability in satellite earth
station equipment. Although it requires a limited degree of "intelligence"
in each earth station component, this provides comprehensive monitor and
control capabilities and a degree of flexibility not available in customized
system solutions. The SAbus provides a powerful base for the design of both
small and large earth station systems, and in either case significantly
reduces the effort required for future system changes.

Electrical Specifications

Electrically, the SAbus is compatible with EIA RS-422, which is an interface
specification that will eventually replace RS-232 as the industry standard
for computer interconnection. RS-422 is a unipolar, balanced, 5-volt serial
interface designed to connect equipment which must exchange data over con-
siderable distances with high-noise immunity and high speed. Standard IC
drivers and receivers are available for RS-422 that convert to and from TTL
logic levels. The SAbus subset of RS-422 allows up to 64 devices to be con-
nected in parallel with up to 4,000 feet between any master and group of
slaves.

Physical Specifications

The physical implementation of the SAbus interface takes the form of a single
9-pin "D" connector located on the rear panel of a compatible device. This
connector and its wiring is compatible with EIA RS-449, which is the mechani-
cal specification for RS-422/423-compatible equipment. The 9-pin connector
chosen for the SAbus connector is described as the secondary interface in
RS-449 and has only the four data lines and circuit, common and shield. No
hardware handshaking is used in the SAbus protocol, so all the control lines
specified for the standard 37-pin connector are not needed. An SAbus compat-
ible device that is only capable of operating as a slave has a female con-
nector, whereas masters have male connectors. All SAbus devices can operate
in electrical parallel with only a single 9-conductor cable required to con-
nect all devices controlled by a master. Figure 1 illustrates the connection
of a master and mulitiple slaves.
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Figure 1. SAbus Master and Slaves

SAbus Protocol

The SAbus interface is a multi-drop, balanced line, asynchronous, full-duplex
communications 1ink designed to interconnect equipment for remote control and
switching applications. Products that are SAbus compatible can be 1linked
together over a parallel-connected 4-wire circuit without regard to their
particular function.

Each SAbus configuration can have one master and up to 63 slave devices.
Each slave device is internally configured to respond to a unique address. A
master could be a protection switch, earth station controller, or any micro-
or mini-computer that is electrically and operationally compatible with the
SAbus. Since the electrical specifications are very similar to EIA standards
RS-422 and RS-449, virtually any computer that meets these standards is
capabie of controlling remote devices over the SAbus.

Data Format

SAbus data format supports industry's standard asynchronous ASCII format with
one start bit, eight data bits (7-bit ASCII with 8th sent as even parity),
and one stop bit. The ASCII control character subset 00-1F (hex) are
reserved for message control. The printable ASCII characters 20-7F (hex) are
used for address, command and data characters. The standard bus data rate
via direct connect (up to 4,000 ft) is 9,600 BAUD, the data rate for devices
connect to a master via modem is 1,200 BAUD.

Message Protocol

Message format and protocol over the SAbus is a derivative of IBM's binary
synchronous communications protocol (BISYNC). The master station sends a
command over the bus to all remote stations. The station, whose address is
contained in the second byte of the command message, carries out the
requested commands and then replies with a response message containing its
own address and status information relating to its present condition. A
remote station only sends a response following a command containing its
unique address from the master. This prevents bus contention caused by more
than one remote device communicating over the SAbus as the same time.



A remote device ignores all commands that contain parity or checksum errors,
protocol errors, a wrong address, or message overrun errors. A remote device
replies with a not-acknowledged (NAK) character if it receives an invalid
command or data.

v AAN —>2 SRR (RECEIVER READY)
. : > 3 $SD (SEND DATA)
SERIAL ———+> 7 SRS (REQUEST TO SEND)
O
ATA 1> 8.5CS (CLEAR TO SEND)
+—> 9 SC (SEND COMMON)
- : > 1 SHIELD
SERIAL ; + 4 SRD (RECEIVE DATA)
DATA - 1> 6 RC (RECEIVE COMMON)
—t____—-l-y 5 SG (SIGNAL GROUND)
— RS449
= SECONDARY

DTE CONNECTOR

* MASTER DEVICE

* MASTER DEVICE MAY BE A PROTECTION SWITCH,
STATION CONTROLLER OR ESSENTIALLY ANY
GENERAL PURPOSE MINI OR MICRO-COMPUTER. 55-A-4586

Figure 2. SAbus Master Device Connections

*DEVICE
CONTROLLER +5V _J\/W___ﬂ—< 2 SRR (RECEIVER READY]
SERIAL + I \3 SSD (SEND DATA)
DATA IN - 1< 8 SC (SEND COMMON)
; < < 5 G (SIGNAL GROUND)
< 4 SRD (RECEIVE DATA)
SERIAL -—‘—( 7 SRS (REQUEST TO SEND)
DATA E
out —:—( 8 SCS (CLEAR TO SEND)
V4
< 6 RC (RECEIVE COMMON)
1/
< 1SHIELD
TRI-STATE —
CONTROL =
REMOTE DEVICE

* THE DEVICE CONTROLLER WILL TYPICALLY BE SINGLE CHIP
MICROCOMPUTER INSTALLED IN EXISTING PRODUCTS OR MAY
BE A FUNCTION OF A MiCROPROCESSOR IN NEW MICROPRO-
CESSOR BASED EQUIPMENT (SUCH AS ANTENNA CONTRO!.LER). 55-A<4587

Figure 3. SAbus Slave Device Connections




Message Format

Command messages (see Figure 4) begin with Start-of-text byte, STX, followed
by a remote address, a command byte and multiple data bytes. The End-of-text
byte, ETX, is sent following the last data byte, and the message is termi-
nated by a checksum character. Response messages are identical to command
messages in format with the exception of the ACK (Acknowledge) or NAK (Not
Acknowledge) character at the start of the message instead of STX. Figure 4
illustrates the format of the command and response messages. A command or
reply message may have a variable length up to a maximum of 132 bytes,
including delimiters and checksum. Although most currently implemented SAbus
devices require no or very few data bytes, the capability for long messages
is built into the protocol, so that future applications requiring the
transfer of large amounts of data can be accommodated. SAbus devices should
observe the Tlength of all messages, predefined by their communication
protocol, and NAK messages longer than permitted.

COMMAND MESSAGE:

STX | ADDRESS | COMMAND D4 D, D, |Dj4+4q| ETX| CHKSUM

RESPONSE MESSAGE: COMMAND ACKNOWLEDGED

ACK| ADDRESS | COMMAND | D7 | D | D, |Dp+4]ETX| CHKSUM

RESPONSE MESSAGE: COMMAND NOT ACKNOWLEDGED-UNABLE
TO EXECUTE OR INCORRECT COMMAND

NAK | ADDRESS COMMAND | ETX | CHKSUM
55-A-4588

Figure 4. SAbus Message Format




Message Delimiters

A command message begins with STX (02 hex), the ASCII Start-of-text control
character. A message-acknowledged reply begins with ACK (06 hex), the ASCII
Acknowledge control character and a message-not acknowledged reply begins
with NAK (15 hex), the ASCII Not Acknowledge control character. All messages
end with the ETX (03 hex), the ASCII End-of-text control character, followed
by the checksum byte.

Address Character

The device address must be a valid ASCII printable character between "0" and
"o", or 30 through 6F in hex; thus, 64 SAbus addresses are possible. Address
0 (ASCII 30) is reserved as an "all call" address and will cause all devices
on the bus to execute a command without generating a reply.

Command Character

The command character (CMD) immediately follows the device address and speci-
fies one of a possible 80 different commands for a particular device. Values
from 30 to 7F (hex) are allowed. Commands may be compietely device dependent
with the exception of command 30 (hex) which must cause a device to return
its six character device type and command 31 (hex) which is a status poll.

Command and Reply Data

A command or device reply may contain from O to 128 data characters and is
restricted only to printable ACII characters 20-7F (hex).

Check Character

The last character of any SAbus message is the check character (CHK). This
character is simply the bit-by-bit exclusive OR of all characters in the
message starting with the STX character through the ETX character. This
forms a Longitudinal Redundancy parity check over the entire message.

Message Timing

Different devices will require varying times to execute commands from a
master. A receiver, for example, may be instructed to change frequency and
may require up to a second for the synthesizer to lock. This should not,
however, prevent it from immediately acknowliedging the command. The NAK or
ACK reply does not signify that a function has actually taken place, but only
that the message was received and understood. A status reply should indicate
if a device is executing a time-consuming function.

A remote device must begin responding to a command within 100 milliseconds
after receiving the last character of the command and no more than 10 milli-
seconds must pass between each character. If remote device does not respond
within this time, the master-controlier should attempt to re-establish
communication by repolling this device at Teast once. Figures 5 and 6 show a
remote device SAbus state table and timing requirements.



At least a 10-bit time delay must be inserted between command messages in
order to "wake up" a remote device. Once device is awakened by data on the
bus, it looks for STX followed by its address. If it does not see its own
address, it ignores the rest of the message by going to "sleep" and remains
in such state until the serial data line idles for at least 10-bit times or
approximately 10 milliseconds.

SAbus Command Restrictions

A11 Sabus-compatible devices must respond to a command "0", 30 (hex), with 6
data bytes of ASCII characters in the following form:

ACK ADDR 30 D1 D2 D3 D4 D5 D6 ETX CHSUM

where D1-D4 are four ASCII characters representing the model number and D5-D6
are two ASCII characters representing a software version number.

If more than one command is required to obtain status information of device's
functions that can cause setting of a change bit, then the device must imple-
ment a clear change bit command and this must be the only command which
causes the change bit to be cleared. If several commands have to be executed
in order to set all the information that can cause a change bit to be set,
then muitiple change bits may be used to reduce the bus traffic.

Wherever possible, SAbus numeric data should be sent encoded as ASCII data
characters, and only in cases where it cannot be avoided, numeric data should
be sent in Binary or BCD packed format. Status bits in data bytes, i.e.
change bits, alarm bits, etc., should occupy no more than four bits in the
low-order nibble. The high-order nibble should be set to 03 to guarantee
that the byte will contain a printable ASCII character.

Slave Device State Diagram

Introduction

General Description. The Slave State diagram (see Figure 5) presents the
required protocol implementation at the Slave device that guarantees the
proper transfer and processing of communication messages sent by a Master-
controller over SAbus.

State Diagram Notation. Each state that a slave device can assume is
represented graphically as a circle. A single-digit number is used within
the circle to identify the state.



A11 permissible transitions between states are represented graphically by
arrows between them. Each transition is qualified by a condition that must
be true in order for the transition to occur. The device will remain in its
current state if conditions which qualify transitions leading to other states
are false or conditions that qualify pseudo-transitions are true. A pseudo-
transition is a transition that occurs within the same state and is repre-
sented graphically by arrows leaving from and arriving at the same state.
Table 1 describes mnemonics used to identify transitions in the state
diagram.

EXECUTE COMMAND

POWER ON

CORRECT
CHECKSUM

VALID
CHARACTERS 55-A-4589

Figure 5. Slave State Diagram




Table 1. State Diagram Mnemonics

Mnemonics Description

STX Start-of-Text ASCII control character, used as a header in SAbus
command message to identify the beginning of a new message.

ETX End-of -Text ASCII control character, used as a termination char-
acter in SAbus messages to identify the end of data.

Checksum LRC byte (Longitudinal Redundancy Check) is a last byte in the
SAbus message data block. The value of LRC byte is the exclu-
sive OR of all message bytes including the STX and the ETX bytes
and is used to detect errors during transmission of data.

. States Description

?State 1 (Device Idle State). In State 1, a device is ready to receive a new
message, and therefore, must complete any previous message reception. A
‘device always powers on in State 1.

‘A device will exit State 1 and enter State 2 (Device Addressed State) only if
iSTX byte is received.

%State 2 (Device Addressed State). In State 2, a device is waiting to receive
the address byte, the second byte of SAbus command message.
A device will exit State 2 and enter:

a. State 3 (Device Data State) if received address byte equals a
device's address. s

b. State 1 (Device Idle State) if received address byte does not
equal a device's address.

c. State 2 (remain in current state) if STX byte is received, which
may be the beginning of a new message data block.
State 3 (Device Data State). In State 3, a device is engaged in receiving
t he command and associated data bytes sent by a master-controller.

A device will exit State 3 and enter:

a. State 4 (Device Data Error State) if ETX byte is received signi-
fying the end of data in the message.



b. State 1 (Device Idle State) if invalid command, or data charac-
ter, or incorrect number of data bytes is received.

State 4 (Device Data Error State). In State 4, a device is waiting to
receive a Checksum byte which tests the transmitted message for errors.

A device will exit State 4 and enter:

a. State 5 (Command Execute State) if a Checksum byte is true --
received LRC value of Checksum byte equals to LRC value computed
by a device during message reception.

b. State 1 (Device Idle State) if a Checksum byte is false --
received LRC value of Checksum byte does not equal to LRC value
computed by a device during message reception.

State 5 (Command Execute State). In State 5, a device, having completed a
reception of SAbus message, executes a device's function specified by a
command byte. A device will send an appropriate response message to a
master-controller within 100 milliseconds after receiving the last character
of the message.

A device will always exit State 5 and enter Device Idle State, State 1.






Video Plus
J.M. Hooper/F.L.. McCormick

Introduction

Perhaps the most difficult part of putting together a satellite network is
finding available space segment. Even with the launch of new satellites,
transponders, or portions of transponders, are not readily available to the
small business user. This problem will never be completely eliminated
because of the finite availability of geostationary orbital arc. Thus, we
must find ways to use this limited resource more efficiently.

Video-Plus, a new and exciting technique being developed by Scientific-
Atlanta, may provide a significant amount of previously unused satellite
capacity in existing transponders. The concept is very simple. A trans-
ponder which carries a video signal can be shared with other carriers, such
as 56 kb/s digital SCPC and analog FM SCPC, without interference to the video
signal of the SCPC carriers. Furthermore, this can be accomplished without
any modification to the modulation format of the video signal. Thus, trans-
ponders which have previously carried only one video signal may be used to
carry many additional voice and data signals without interference.

The significance of the Video-Plus technique is obvious; with this technique
much more transponder space is available than we have previously realized!
Video-Plus provides new space segment availability for the user and more
potential revenues for the transponder owners.

Video-Plus is not a subcarrier technique. SCPC carriers can be transmitted
from uplinks completely separate from the video uplink. Hence, the signals
do not have to be combined at one origination site. For example, a hotel
using a 4.6-meter dish to receive entertainment programming from SATCOM 3R
could add transmit capability to its earth station and share one of the video
transponders. A typical application might be hotel reservations or intercity
telephone service for guests. Thus, the transponder is utilized from many
uplink Tocations. '

The Video-Plus technique is not without its limitations. These are explained
in detail in the next section. However, simply stated, when carriers are
added to a transponder which is carrying a saturated video signal, the power
of the transponder is shared among all carriers. Therefore, a limit exists
at which point degradation of the video signal begins to occur. This limit
must be carefully controlled so that picture quality is preserved at all
receiving sites. Analysis, lab testing, and satellite testing show that a
significant amount of transponder capacity is available for digital and FM
SCPC carriers to be added to video.

The next section will discuss the technical details of the Video-Plus tech-
nique and provide supporting calculations. The last section of this paper
will describe some applications where Video Plus can be used effectively.



Video-Plus Systém Parameters

Frequency Plan/Bandwidth Requirements

A typical single-transponder video uplink earth station transmits a carrier
at the center frequency of the satellite transponder at a level that provides
a saturated downlink carrier. Figure 1 illustrates the frequency plan for
this arrangement. The modulated video carrier with a 10.75 MHz peak devi-
ation requires a bandwidth of about 30 MHz to provide low distortion
transmission of program material or test waveforms. Of the usable 36 MHz
transponder bandwidth, 3 MHz is available on either side of the video
carrier. Intermodulation products restrict the placement of SCPC carriers to
only one side of the transponder.

VIDEO CARRIER (30MHz BW)
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Figure 1. Transponder Frequency Plan (Centered Video)

Channel spacings for typical SCPC-type carriers are as follows:

Channel Capacity

SCPC Carrier Type Channel Spacing (Bandwidth Limit)
30 kHz FM-SCPC 30 kHz 100

45 kHz FM-SCPC 45 kHz 66

56 kb/s QPSK 50 kHz 60

56 kb/s BPSK 100 kHz 30

1.544 Mb/s QPSK 1.5 MHz 2



The bandwidth-1imited channel capacity is also shown. The channel capacity
may be limited to a lesser number of channels by -interference, G/T, EIRP,
Video C/N or other constraints. These limitations are discussed in more
detail in the following sections.

Figure 2 details a frequency plan with the video offset by 3 MHz. This fre-
quency plan provides more available bandwidth and reduced interference. This
plan has possible applications to new video services in which the video car-
rier can initially be offset from the transponder center frequency.

VIDEO CARRIER (30MHz BW)
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Figure 2. Transponder Frequency Plan (Offset Video)

Transponder Operating Point/Power Sharing

The transponder may be operated at saturation or at some other output
backoff. It 1is wusually preferable to operate the transponder with a
saturated video carrier to provide the highest possible C/N for low G/T video
receive-only earth stations. Fortunately, the required-per-carrier SCPC
carrier power level is up to 30 dB below the video carrier level, and many
SCPC carriers can be added before significant power is "used" by the SCPC
carriers, and before interference to the video occurs.



Operating Constraints
In-Band Intermodulation Products

Intermodulation (IM) products are generated when multiple carriers are passed
through a non-linear device, i.e., a transponder operating at or near
saturation. The level and frequency of the IM products are a function of the
Tevel and frequency of the multiple carriers. Figure 3 shows IM products
that are generated by a CW saturated carrier and seven SCPC carriers each at
a level 20 dB below the CW carrier. Note the following:

a. Third-order two-carrier IM products above the CW carrier are about
5 dB below the SCPC carriers.

b. Third-order three-carrier IM products around the CW carrier are
about 30 dB below the CW carrier.

c. Third-order two-carrier products around the SCPC carriers are more
than 30 dB below the SCPC carriers.

d. Other third- and fifth-order products are outside the 40 MHz trans-
ponder fregquency allocation.

The high-level third-order IM products of a. above prevent the transmission
of carriers on both sides of the saturated carrier. Modulation of the satu-
rated carrier will lower the level and widen the frequency band of the
IM products.

Figure 3. In-Band IM Products

Video-t0-SCPC Interference

Video-to-SCPC interference is a function of:
o Transmitted video spectrum bandwidth

® Relative SCPC carrier levels



e Transponder output backoff
o Video carrier frequency stability

Figures 4 and 5 illustrate a color bar spectrum and seven SCPC carriers. The
transmit filter bandwidth is 36 MHz, and peak deviation is 10.75 MHz.
Figures 6 and 7 illustrate color bar spectrums with 30 MHz and 25 MHz
bandwidths, respectively. Note that the color bar spectrum (in a 30 kHz
bandwidth) is at least 12 dB below the SCPC carrier level. Figure 8
iTlustrates the color bar spectrum with a 36 MHz bandwidth filter and with
the video carrier shifted in frequency by 1 MHz.

SCPC interference tests have shown that video interference in a .30 kHz
bandwidth starts to interfere with the SCPC carriers when it is 5 dB and
0 dB, respectively, below 56 kb/s QPSK digital data (coded) and 30 kHz
FM-SCPC carrier levels.

Figure 4. Color Bar/SCPC Spectrum

Figure 5. Color BAR/SCPC Spectrum



Figure 6. Color Bar/SCPC Spectrum

Figure 7. Color Bar/SCPC Spectrum

Figure 8. Color Bar/SCPC Spectrum



Other Potential Interference Sources

Although not unique to the video plus transmission plan, other potential

interference sources to the low level SCPC carriers must be considered.
These include:

e Adjacent copolarized transponder interference

e Adjacent cross-polarized transponder interference
¢ Adjacent satellite interference

¢ Terrestrial microwave interference

The center frequency of a C-band cross-polarized transponder is offset by
20 MHz from the adjacent transponder. Thus, transmitted carriers in this
transponder will overlap the frequency band occupied by the SCPC carriers.
The worst-case situation is probably when the cross-polarization transponder
is occupied by a saturated video carrier. Tests show that to prevent inter-
ference to SCPC carriers, the SCPC carrier level must be from 3 to 5 dB above
the cross-polarization isolation as seen at the receiving earth station.

Terrestrial microwave carriers should not interfere with the SCPC carriers
since they are offset from the SCPC occupied bandwidth. This assumes, of
course, that the terrestrial microwave has been sufficiently frequency coor-
dinated to prevent interference to the received video.

In summary, before operating in the video-plus mode, an interference analysis
must be made, just as an interference analysis must be made for any full or
partial transponder operating mode.
SCPC-to-Video Interference
SCPC-to-video interference is a function of:

e Transponder output backoff

o Receiver IF bandwidth

e Video C/N ratio

e Relative total SCPC carrier power

Video interference tests show that color bars are more susceptible to SCPC
interference than regular program material (as might be suspected).

Also, a video site with a low C/N ratio is more susceptible since the video
receiver is operating closer to threshold.

SCPC carriers begin to interface with video color bars when the total SCPC
carrier power is about 15 dB below a saturated video carrier when measured,
using a 30 MHz bandwidth video receiver operating at a 15 dB C/N ratio.
Fo]]oging are other measured interference levels (30 MHz bandwidth, 15 dB C/N
ratio):



Subjective Interference Relative Total Interference Levels

Color Bars -15 dB
Live Program - 8dB
Video/Audio Performance

Video and audio performance meets NTC-7 recommendations when using either 36,
30 or 25 MHz bandwidth transmit and receive filters. The differential phase
and gain degrade only slightly when using 25 MHz bandwidth filters. Tests on
the above were conducted with a 10.75 MHz peak video deviation and one
6.8 MHz audio subcarrier. SCPC interference does not affect linear or non-
linear waveform distortion.

From the above interference and video/audio performance considerations, it
appears that most system configurations should use 30 MHz bandwidth filters
in both the transmitter and receiver.

Carrier Suppression/Carrier Level Variation

When different level carriers (in this case 10 dB or more) are amplified by a
non-linear device (transponder TWT), the larger carrier will suppress the
level of the low-level carrier. The small carrier suppression factor at
saturation for typical TWT's is 4 dB. This, of course, means that the uplink
EIRP of the low-level SCPC carriers must be 4 dB higher than that necessary
for linear transponder operation (6 dB output backoff).

Figure 9 illustrates typical TWT (transponder) transfer characteristics.
Input and output backoffs are relative to the saturated power output. For a
typical satellite transponder, the saturated power output (i.e., at 0 dB
output backoff) is +33 dBW. Small carrier suppression and small carrier
level change are shown versus backoff. Note that for a £2 dB input backoff
change (i.e., the saturating carrier has changes *2 dB), the small carrier
level changes -3/+2 dB, respectively. This means that the video-plus system
must be designed to accommodate uplink level variations of the high-level
saturating carrier. These variations are caused by uplink transmitter power
changes, transmit antenna gain changes due to wind conditions or snow accumu-
lations, and uplink path loss changes mainly due to rain storms.
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Figure 9. Typical TWT Transfer Characteristics

Additionally, as the total small carrier power approaches the level of the
large carrier, suppression of the large carrier will occur. This suppression
is due to a combination of non-linear and power-sharing effects. A 1 dB
large carrier suppression occurs when the total power of the small carriers
is about 7 dB below the large carrier power.
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