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We describe in this paper a method for efficient encoding of speech
signals, based on predictive coding. In this coding method, both the trans-
mitter and the receiver estimale the signal’s current value by linear pre-
diction on the previously transmitted signal. The difference befween this
estimate and the true value of the signal is quantized, coded and trans-
miltled io the receiver. At the receiver, the decoded difference signal is added
to the predicted signal to reproduce the input speech signal. Because of the
nonstationary nature of the speech signals, an adaptive linear predictor
is used, which 1s readjusted periodically to minimize the mean-square
error between the predicled and the true value of the signals.

The predictive coding system was simulated on a digital computer. The
predictor parameters, comprising one delay and mine other coefficients
related to the signal spectrum, were readjusted every & milliseconds. The
speech signal was sampled at a rate of 6.67 kHz, and the difference signal
was quantized by a two-level quantizer with variable step size. Subjective
comparisons with speech from a logarithmic PCM encoder (log-PCM)
indicate that the quality of the synthesized speech signal from the predictive
coding system 1s approximately equal to that of log-PCM speech encoded
at 6 bits/sample.

Preliminary studies suggest that the binary difference signal and the
predicior paramelers together can be transmitied at approximately 10
kilobits/second which is several {imes less than the bit rale reguired for
log-PCM encoding with comparable speech quality.

I. INTRODUCTION

The aim of efficient coding methods' is to reduce the channel capacity
required to transmit a signal with specified fidelity. To achieve this
objective, it is often essential to reduce the redundancy of the trans-
mitted signal. One well-known procedure for reducing signal redundancy
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is predictive coding.**~° In predictive coding, redundancy is reduced
by subtracting from the signal that part which can be predicted from
its past. For many signals, the first-order entropy of the difference
signal is much smaller than the first-order entropy of the original
signal; thus, the difference signal is better suited to memoryless encod-
ing than the original signal. Predictive coding offers a practical way of
coding signals efficiently without requiring large codebook memories.

Many previous speech coding methods® have employed schemes
which attempt to separate the contributions of the vocal excitation
from that of the vocal-tract transmission function. The well-known
channel vocoder of Dudley’ was the first attempt in this direction. Al-
though vocoders can reproduce intelligible speech, there is appreciable
loss in naturalness and speech quality. This degradation in speech
quality arises from various operations in the vocoding process, which
are either inaccurately performed or are based on certain idealized
approximations of speech production and perception processes.

The present paper describes a different approach®” to encoding of
speech signals, based on predietive coding, which avoids the difficulties
encountered in vocoders and vocoder-like devices. Although predictive
coding utilizes such well-known characteristics of speech signals as
pitch and formant structure, its operation does not rely solely upon a
rigid parameterization of the speech signal. That part of the speech
signal which cannot be represented in terms of these characteristics is
not discarded but suitably encoded and transmitted to the receiver
where it is used in the synthesis of a close replica of the original speech
waveform.

Previous studies of predictive coding systems for speech signals'
have been limited to linear predictors with fixed coefficients. However,
due to the nonstationary nature of the speech signals, a fixed predictor
cannot prediet the signal values efficiently at all times. For example, the
speech waveform is approximately periodic during voiced portions;
thus, a good prediction of the present value of the signal can be based
on the value of the signal exactly one period earlier. However, the
period of the speech signal varies with time. The predictor, therefore,
must change with the changing period of the input speech signal. In
the predictive coding system described below, the linear predictor is
adaptive; it is readjusted periodically to match the time-varying charac-
teristics of the input speech signal. The parameters of the linear pre-
dictor are optimized to obtain an efficient prediction in the sense that

* Another name often used for this kind of encoding is Differential Pulse Code
Modulation.
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the mean-square error between the predicted value and the true value
of the signal is minimum.

II. PREDICTIVE CODING SYSTEM

2.1 Description

A block diagram illustrating the principle of predictive coding is
shown in Fig. 1. The input signal s(f) is sampled at the Nyquist rate
to produce the samples s, of the signal. The predictor forms an estimate
§, of the signal’s present value based on the past samples r,—, , Ta—2, -
of the reconstructed signal at the transmitter. The predicted value §,
of the signal is next subtracted from the signal value s, to form the
difference 8, , which is quantized, encoded, and transmitted to the
receiver. At the same time, the transmitted signal is decoded at the
transmitter and the signal reconstructed in exactly the same manner as
is done at the receiver. The reconstructed signal is then used to predict
the next sample of the input signal.

At the receiver, the transmitted signal is decoded and added to the
predicted value of the signal to form the samples 7/ of the reconstructed
signal. The predictor used at the receiver is identical to one employed
at the transmitter. The samples 7/, of the reconstructed signal are finally
low-pass filtered to produce the output signal r’ ().

2.2 Signal-to-Quantizing Noise Ratio

Consider the predictive coding system shown in Fig. 1. Let P, be
the mean-square value of the input signal samples s, , P; be the mean-
square value of the difference signal samples 8, , P, be the mean-square
value of the quantizing noise in the decoded difference signal 4, and

TRANSMITTER RECEIVER

s DIGITAL
sit) 5n n CHANNEL

ENCODER - DECODER

PREDICTOR

Fig. 1—Block diagram of a predictive coding system.
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P, be the mean-square value of the quantizing noise in the reconstructed
signal r/ . We will now show that, in the absence of digital channel
transmission errors, the signal-to-quantizing noise ratio P,/P, of the
reconstructed signal is given by

Tr= et (1)

In other words, the signal-to-quantizing noise ratio of the reconstructed
signal exceeds the signal-to-quantizing noise ratio of the decoded differ-
ence signal by a factor equal to the ratio of the mean-square value of
the input signal to the mean-square value of the difference signal. The
predictive coding system is thus superior to a straight PCM system
whenever P,/P; is much greater than 1. For a signal such as speech,
this is indeed true. The results obtained by computer simulation of
the predictive coding system (see Section 3.3) show that P,/P; is
about 100 for speech signals. By using predictive coding, one could thus
expect improvement of about 20 dB in signal-to-quantizing noise ratio
over a PCM system using identical quantizing levels.

To prove equation (1), we will first show that the error between any
sample of the reconstructed signal and the corresponding sample of
the input signal is identical to the error introduced by the quantizer,
the encoder and the decoder.

The error e, between the sample »/ of the reconstructed signal and
the sample s, of the input signal is given by

e, =71l —8,. 2)

In the absence of digital channel transmission errors, we can replace r;
in equation (2) by r, and rewrite equation (2) as

= (rn — 8) — (8. — 8). 3)
It is readily seen in Fig. 1 that
r, = 8, + &, (4)
and
O = 80 — &u. (5)

On combining equations (3), (4) and (5), one obtains
e, = 8, — &, . (6)

The right side of equation (6) represents the error introduced by the
quantizer, the encoder, and the decoder. Thus, the error in the nth
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sample of the reconstructed signal is identical to the error in the nth
sample of the decoded difference signal.

The signal-to-quantizing noise ratio of the reconstructed signal is
by definition P,/P, and can be written as

P, _P,P:
P, P, P,

)

Since the mean-square value P, of the quantizing noise in the recon-
structed signal is identical to the mean-square value P, of the quantizing
noise in the decoded difference signal, P, on the right side of equation (7)
can be replaced by P, , and one obtains

P, _ P, Dy

?i B PG lja (1)

111, APPLICATION OF PREDICTIVE CODING TO SPEECH SIGNALS

3.1 Linear Prediction of Speech Signals

Two of the main ecauses of redundaney in speech are:

(#) Quasi-periodicity during voiced segments’ and,
(#7) Lack of flatness of the short-time spectral envelope.”

The exact form of the predictor for the speech wave depends on the
model used to represent the human speech production process. A
reasonable model for the production of voiced speech sounds is obtained
by representing them as the output of a discrete linear time-varying
filter which is excited by a quasi-periodic pulse train (see Fig. 2). The
output of the linear filter at any sampling instant is a linear combination
of the past p output samples and the input. The number of past samples
p is given by twice the number of resonances (formants) of the vocal
tract which are contained in the frequency range of interest. For ex-
ample, in the case of speech signals band-limited to 3 kHz, it can be

SN IS sn
| c\ -
p
Z“k Sn-k
k=1 —_—
TRANSVERSAL
FILTER

Fig. 2—Model for the production of voiced speech sounds.
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assumed that there are typically three to four formants.® A suitable

value of p is thus 8.
Let s, and U, be the amplitudes of the output and input signals
(see Fig. 2) at the nth sampling instant. The nth output sample s, is

then given by
Sn = E aksn—k + []n ) (8)
k=1

where
U,,, = IBU -M ) (9)

M is the period of the excitation signal and @ takes account of the
variation of the amplitude of the input pulse train from one period to
the next. For natural speaking conditions, the period of the excitation
signal is usually below 15 milliseconds, and, as a first approximation,
the effect of time variation of the coefficients a; from one piteh period
to the next ecan be neglected. Under this assumption, we find

P

Sn — IBSﬂ—M = Z aﬁ:(sn—k - lBsn—k—-M) + Un - ﬁUn—M . (10)

k=1
Since U, = 8U,._y , equation (10) reduces to
S-n = ﬁsn-—M + Z ak(sn-k - Bsn—k—M)) (11)
k=1
which determines completely the structure of the linear predietor.

A block diagram of the predictor as described by equation (11) is
shown in Fig. 3. The delay M as well as the parameters ey , a2, -+ - , «,

P(z)=p2"M

PREDICTOR
Py(Z)

QUTPUT

INPUT

PREDICTOR
P2 (2Z)

]
=
T

8
PE(Z):ernZ"n
n=t

Fig. 3—Block diagram of the predictor for speech signals.
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and 8 are variable and are readjusted periodically to match the charac-
teristics of the input speech signal. Ideally the readjustment of the
predictor parameters need be done only when there are significant
changes in the characteristics of the speech signal. This implies that
the predictor should be readjusted at short intervals during transitions
and at long intervals during steady state portions of the speech signal
and, consequently, a long buffer storage is needed to ensure transmission
of parameters at a uniform rate on the channel. In order to avoid the
use of a long buffer storage, the predictor parameters were readjusted
at a fixed time interval in our study. This time interval was chosen
to be 5 milliseconds to ensure that the prediction be efficient even
during rapidly changing segments of the speech wave.

For unvoiced sounds, the quasi-periodic excitation U, in equation (8)
is replaced by a noise-like excitation. Generally speaking, the transfer
function of the filter for unvoiced sounds must include poles as well as
zeros. However, we find that for all practical purposes it is sufficient to
include only the effect of poles. Equation (11), thus, represents the
linear predictor for unvoiced sounds too if 8 is assumed zero.

3.2 Determination of Predictor Parameters

The predictor parameters are determined by minimizing the mean-
square error between the actual speech sample and its predicted value.
The predicted value §, of the nth speech sample is given by

§, = Bsp_nr T+ ; i (Sa-r — BSn—i—ar)- (12)

The prediction error sample E, is then given by

A

E,=s,—4&

ki

= (Sn — BS._ar) — Z ak(sn—k - .63n~k—f.r)- (13)

k=1

The mean-square prediction error (F.),, is given by
@) = 3 TE (14)

where the sum extends over all the samples in the time interval during
which the predictor is to be optimum.

The problem of minimizing the mean-square error (Ey).. by suitable
selection of the predictor parameters does not admit a straightforward
solution due to the presence of the delay parameter M in equation (13).
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A sub-optimum solution was obtained by minimizing the total error
in two steps. First the parameters 8 and M are determined such that

the error E, , defined by
1
By =5 X (s — Bsaea)’ = {60 = Bsrse)huv (15)

is minimum. Using these values of 8 and M, the mean-square error (£2),.,
is minimized by a suitable choice of parameters a«, , --- , a, .

To find the values of the parameters 8 and M which minimize the
error E, as defined in equation (15), we first set the partial derivative

of E, with respect to 8 equal to zero:
oz,
as

= —2((5‘,. - .Bsn—)lf:)sn—ﬂl>nv

=0, (16)
where the ( )., indicates the averaging over all the samples in the
given 5-millisecond time segment during which the predictor is to be
optimum.

On solving for 8 from equation (16), we obtain
18 = (Sﬂsn_ ﬁf)“‘-‘/(S'zl—."J)“-V . (17)

We next substitute the value of 8 from equation (17) into equation (15).
After rearrangement of terms, we obtain

By = (s3) — (SuSacar)an/(Sost)uv - (18)

Since the first term on the right side of equation (18) does not depend
on M, it can be omitted in finding the minimum value of the error.
Further, F, is minimum if the second term on the right side of equation
(18) is maximum. The optimum value of M is thus determined from
the location of the maximum of the normalized correlation coeflicient

p given by
p = [ (snsn—M>uV } / { (S:>nv<si~}|{)nv} é, ﬂi > 0' (19)

Next, the predictor parameters e, , -+ , @, are obtained such that
the mean-square error (E?2),. as given in equation (14) with 8 and M
fixed at their optimum values is minimum. Let

Uy = 8, — IBSHA.’U . (20)

The error {(E2),. is then given by

(B = <{v - ;.Zl: akvn_k}2>av- (21)
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The optimum values of the coefficients &, , -+ , @, which minimize
(E*),, are obtained by setting the partial derivatives of (E})., with
respect to @, , +*+ , @, equal to zero. Or,

HEDw <( e ) >
aaf - Un ;.1 o L - H

=0 for 7=1,2,.---,p. (22)
Equation (22) can be rewritten in matrix notation as
da = 1, (23)
where & is a p by p matrix with its (ij)th term ¢;; given by
@ii = (Unmilumidov 5 (24)

a is a p-dimensional vector whose jth component is a; and ¢ is a p-di-
mensional veetor whose jth component ¢; is given by

Vi = (Ul iav - (25)

The optimum predietor coefficients «, , @ , -+ , @, are obtained by
solving equation (23) for a. For the case when & is a nonsingular matrix,
the solution of equation (23) presents no difficulty. The vector a can
be obtained by multiplying & with the inverse of the matrix ¢. A more
efficient computational procedure'' for solving equation (23), which
does not involve matrix inversion, takes advantage of the fact that ®
is a symmetric matrix, and thus can be expressed as the product of a
triangular matrix and its transpose. Equation (23) can then be written
as three separate matrix equations. These equations involve triangular
matrices only and their solutions can be expressed by a set of recursive
equations.!

A singular & matrix implies that one or more of its eigenvalues is
zero. The matrix ® ecan be modified to become nonsingular by adding a
small positive constant to its diagonal elements. Equation (23) is
solved again with the matrix ® replaced by the matrix ®’. The modi-
fied matrix @' is symmetric and has the same eigenvectors as the matrix
@, but its eigenvalues are all positive; thus it is a positive definite sym-
metric matrix and has a unique inverse &'~".

3.3 Computer Simulation of the System

The predictive coding system using adaptive predictors was simu-
lated on a digital computer to determine its effectiveness for coding
speech signals. The transmitter and the receiver are illustrated sepa-
rately in Figs. 4 and 5, respectively. The sampling rate used in this



1982 THE BELL SYSTEM TECHNICAL JOURNAL, OCTOBER 1970
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Fig. 4 —Transmitter of the predictive coding system.

simulation was 6.67 kHz. Prior to sampling, the input speech signal
was filtered with a low-pass filter with 3-dB attenuation at 3.1 kHz
and an attenuation of 40 dB or more for frequencies above 3.33 kHz.
At the transmitter, the difference §, formed by subtracting the pre-
dicted value &, from the speech sample s, was quantized by a two-level
(1 bit) quantizer with variable step size g. The parameter ¢ was re-
adjusted every 5 milliseconds to yield minimum quantization noise
power. The parameters of the adaptive predictor were also computed
once every 5 milliseconds and sent to the receiver together with the
binary difference signal and the step size ¢ of the quantizer. The opti-
mum value of the delay parameter M was obtained by locating the
maximum of the correlation coefficient p as defined in equation (19)
for values of M between 20 and 150. The parameter p was set at 8.

The speech signal was reconstructed at the receiver by a feedback
loop containing an adaptive predictor identical to the one used at the
transmitter. Here, the predictor too, was reset every 5 milliseconds

DIGITAL r'(t)
T

CHANNEL - LOW PASS TPUT
———— Ql¥XER | DECODER —»{+ ' FILTER . fma PUT
' 3.1 kHz SPEECH
| ADAPTIVE
| PREDICTOR
d

PREDICTOR PARAMETERS

Fig. 5—Receiver of the predictive coding system.



ADAPTIVE PREDICTIVE CODING 1983

according to the predictor-parameter information received from the
transmitter. The reconstructed speech samples were finally smoothed
by a 3.1-kHz low-pass filter to form the output speech signal +'(f).

IV. RESULTS OF SUBJECTIVE TESTS

Two different subjective tests were conducted to judge the quality
of the reconstructed speech signal produced at the receiver of the pre-
dictive coding system. In the first test, trained listeners compared the
reconstructed speech signal with speech from a logarithmic PCM
(log-PCM) encoder'® that used the same input signals and a sampling
frequency of 6.67 kHz. The compression characteristic employed in a
log-PCM encoder is defined by the equation

Vlog[l-l-&lvx—l:l
Y= T g (U + w)

where ¥ represents the output voltage corresponding to an input signal
voltage z, u is a dimensionless parameter which determines the degree
of compression and V is the compressor overload voltage."” The com-
pressed signal y was quantized at bit rates varying from 5 bits/sample
to 7 bits/sample with 4 = 100 and ¥V = 8 X the rms speech signal
voltage.! Speech samples from both male and female speakers were
used in these tests. The results of the subjective tests indicated that
the quality of the reconstructed speech signal was better than that of
log-PCM speech with 5 bits/sample but slightly inferior to one with
6 bits/sample. The corresponding measured signal-to-noise ratios for
log-PCM speech were 21 dB and 27 dB, respectively.

In the second test, the reconstructed speech signal was compared
with the input speech signal contaminated by additive white noise
obtained by randomly inverting the polarity of successive Nyquist
samples of the input speech signal."® This noise is subjectively similar
to the distortion introduced by predictive coding and is therefore
particularly appropriate for reproducible comparisons. This noise has
an added advantage in that its absolute amplitude at any instant of
time is proportional to the absolute amplitude of the input speech
signal. This proportionality permits the calculation of a precise signal-
to-noise ratio (S/N). Based on the results of these tests, the equivalent
S/N of the reconstructed speech in the predictive coding system de-

sgn x, (26)

t The integration time for computing the rms value of the speech signal was
several seconds and included speech samples from a number of speakers.
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seribed above was found to be about 25 dB which is in good agreement
with results obtained by the subjective comparison with log-PCM.

V. ADDITIONAL MODIFICATIONS OF THE PREDICTIVE CODING SYSTEM

51 Spectrum of Quantizing Noise and Its Influence on the Subjective
Quality of the Reconstructed Speech

For frequencies above 500 Hz, the frequency spectrum of voiced
speech sounds generally falls off with frequency with an average slope
between —6 and —12 dB per octave. The spectrum of quantizing
noise in the predictive coding system, on the other hand, is approxi-
mately uniform. The signal-to-quantizing noise ratio (S/N) of the
reconstructed speech, thus, also falls off with frequency. This is illus-
trated in I'ig. 6 where the spectrum of a short segment of the speech
signal is compared with the spectrum of the corresponding quantizing
noise. As can be seen, the S/N is very poor at high frequencies. In-
formal listening tests of the reconstructed speech appeared to confirm
the above observation. The quality of the reconstructed speech can
thus be improved by a suitable shaping of the spectrum of the quantiz-
ing noise so that the S/N is more or less uniform over the entire fre-
quency range of the input speech signal. The desired spectral shaping
can be achieved by pre-emphasizing the input speech signal at high
frequencies by means of a fixed filter whose amplitude versus fre-
quency characteristic rises with frequency above 500 Hz with a
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Fig. 6—Spectra of speech and quantizing noise.
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slope of 12 dB per octave. The spectral distortion can finally be elimi-
nated by a filter at the output of the receiver whose frequency versus
amplitude characteristic is exactly opposite to that of the pre-emphasis
filter. The results of computer simulation indicate that the quality of
the reconstructed speech in the predictive coding system employing
pre-emphasis is considerably better than that of the system without
pre-emphasis.

5.2 Improved Prediction of Voiced Speech

The redundaney due to the quasi-periodic nature of voiced speech
is removed in the predictive coding system described earlier by a pre-
dictor P,(z) consisting of a delay of M samples and an amplifier with
gain 8 as shown in Fig. 3. It is possible to improve the prediction of
voiced speech by employing a predietor P,(2) consisting of two delays
and two amplifiers such that

Pi(2) = Bz " + Bz™*M. (27)

The parameters 8, and B, are calculated by minimizing the mean-
square error F, defined by

E, = ((s. — BiSu-nr — .82-3"-”()2)“ . (28)

The modified predictive coding system including pre-emphasis of the
input speech signal together with the second-order predictor P,(z) as
given in equation (27) was simulated on the computer. The results of
subjective tests similar to those described in Section IV indicated that
the quality of the reconstructed speech was somewhat superior to that
of log-PCM speech at 6 bits per sample. The equivalent S/N was found
to be 30 dB.

VI. QUANTIZATION OF PREDICTOR PARAMETERS

No attempt was made in the study reported here to quantize the
predictor parameters. Preliminary calculations were made to estimate
the number of bits required to transmit the information to the receiver.
Since the predictor parameters (one delay and nine other coefficients)
carry the information about the signal spectrum, it should be possible
to encode them at a bit rate comparable to one used in conventional
formant vocoders. This suggests a bit rate of approximately 10 kilobits
per second for transmitting the binary difference signal (6.67 kb/s)
and the predictor parameters (3 kb/s). Recent studies by Kelly"
indicate that it is indeed possible to encode the transmitted informa-
tion within 9600 b/s without significant loss in speech quality.
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VII. CONCLUSIONS

The study reported here shows that predictive coding is a promising
approach to digital encoding of speech signals for high-quality trans-
mission at substantial reductions in bit rate. Unlike past speech coding
methods based on the vocoder principle, the predictive coding scheme
described here attempts to reproduce accurately the speech waveform,
rather than its spectrum. Listening tests show that there is only slight,
often imperceptible, degradation in the quality of the reproduced
speech. Although no detailed investigation of the optimum encoding
methods of the predictor parameters was made, preliminary studies
suggest that the binary difference signal and the predictor parameters
together can be transmitted at bit rates of less than 10 kb/s or several
times less than the bit rate required for PCM encoding with comparable
speech quality.
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