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Picture Coding: The Use of a Viewer
Model in Source Encoding*
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(Manuscript received March 22, 1973)

A method ts suggested for inserting viewer criteria directly into coding
algorithms; any complex visual model may be used. The technique is
applied to a DPCM-type coder, and a number of variations are compared
on the basts of entropy, quality, and complexity. It is found that, using
a simple one-dimensional filter model, the first-order entropy of the DPCM
signal can be reduced by 30 percent for a high-detail picture with only a
small reduction in picture quality. Furthermore, by means of a single
threshold control, one can efficiently trade off bit-rate and picture quality
over a large range for use in adaptive strafegies.

I. INTRODUCTION

In early work in picture coding, Graham stressed the role of the
viewer and Powers and Staras concluded that if large reductions in
bit-rate are to be achieved they must come from ‘‘nonstatistical”
(perceptual) redundancies.!? However, there have been few attempts
to explicitly incorporate the viewer in the encoder design. Unfortu-
nately, there is no general method for handling complex viewer fidelity
criteria, especially when one is concerned with how pleasing a picture
appears.! Nevertheless ad hoc techniques have been proposed and
evaluated and have achieved a certain measure of success.?#

Source encoding, in its most general form, can be diagrammed as
shown in Fig. 1. The first stage is an irreversible operation which
generates a discrete signal as a result of a quite general multidimen-
sional quantization process. The resulting discrete signal may still be
redundant due to the presence of statistical dependencies; these are
removed in the second stage of reversible processing in which a digital

h’ Presented, in part, at the 1972 IEEE International Symposium on Information
Theory.
T See Ref. 9 for a discussion on viewer fidelity criteria.
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Fig. 1—General source-encoding model.

sequence is assigned to the output of the first stage. Thus, in the
first stage the properties of the receiver together with the signal sta-
tistics are incorporated into the quantizing process so that the resulting
signal just meets the required quality.

At the output of the first stage, picture quality is established and
a discrete entropy can be measured. The actual transmission rate will
then approach the entropy depending on how well the second encoding
stage is designed to fit the statistics of the source.

1.1 Recetver-Model Coding

Algorithm : Components of a picture signal are estimated by some
method. A test is made to see whether the estimate is adequate by
testing the estimate on a model of the receiver. If so, the receiver is
told (implicitly or explicitly) that the estimate is adequate. If not, a
component is transmitted so as to meet the required criterion.

This type of algorithm will be referred to as ‘‘receiver-model” coding.
Obviously, it is a rather general approach which can be appended to
a larger number of existing algorithms ; for example, the interpolators
and predictors summarized by Kortman. In this study we are in-
terested in applying it to the differential quantizer (DPCM coder)
although even here it can be applied in many ways.

In designing a coder to incorporate properties of the human observer
the most important subjective effect is probably the large decrease in
visual sensitivity that occurs adjacent to a change in luminance.!!3
An attempt to design a coder based on this effect leads to some form
of the familiar differential quantizer (DPCM coder).?:7:8

Probably the second most important subjective effect is the change
in visual sensitivity with average luminance (Weber effect).’* How-
ever, in the television situation nonlinearity between applied voltage
and output luminance in most displays partially offsets this change in
sensitivity, so that, roughly speaking, noise on an electrical television
signal is nearly equally visible throughout the luminance range.!®!®

Probably the third most important subjective effect is the spatial
filtering of small-amplitude, luminance perturbations. It is this third
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Fig. 2—Simple model of visual threshold filtering.

receiver property which we will attempt to capitalize on through the
use of receiver-model coding in this paper.

A simple model that is reasonably successful in explaining the visi-
bility of liminal stimuli is shown in Fig. 2.13:17.18 Because we are dealing
with very small perturbations (at least at the neural level) we will ignore
nonlinearities. The input stimulus on which the model is developed
is here a small luminance perturbation on a uniform background.
The stimulus undergoes temporal and spatial filtering and in the process
is corrupted by noise, represented as an additive random component.
The filtered signal with the perturbation is compared with the filtered
background signal. If the difference exceeds a certain threshold then
the perturbation will be visible.* The model is quite accurate for
variously shaped stimuli presented on a uniform background with the
exception that if the stimulus is long (subtended angle >1 degree)
and thin (subtended angle <5 minutes), it will be significantly more
visible than the model predicts.!®13

The situation is more complex in the case of normal picture evalua-
tion. First the perturbation is not presented against a uniform back-
ground and second the perturbation is not directly presented to the
viewer; instead it is the difference between the coded picture and the
viewer's memory of the original. Thus, although we will use this
particular filter model it should be upgraded as we understand more
about the visibility of perturbations in a complex scene.

In this study we will only be concerned with the spatial effect of
the visual filter; different shapes have been postulated for the spatial
impulse response and in one study the Gaussian function was found
to fit as well as any.'*' However, as we shall see, the performance of
the algorithm is not sensitive to the exact shape that is used. The
degree of spread, compared with the size of a picture element, is shown

* Because of the linearity assumption it does not matter if we filter the difference

(error) signal or filter the two signals separately and then subtract.
t See also recent work of Ref. 20.
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Fig. 3—Spatial impulse response of vision: visual point-spread function for
a Picturephone ®-type display reviewed at 36 inches.

in Fig. 3 for a Picturephone®-type display at a standard viewing
distance of 36 inches. One should note that this filter is only appropriate
to threshold vision; onee a perturbation is much above threshold it
may no longer be applicable.

Note that the efficacy of the filtering operation depends very much
on viewing distance. Thus, one would expect that at smaller viewing
distances the eliminated components would no longer be subliminal
while at larger viewing distances the threshold filtering process could
be taken further.

1.2 Coding Algorithms

Receiver-model coding will be applied to the differential quantizer
by means of an interpolative algorithm.?® Consider that sample 7
(Fig. 4) is the last nonzero sample that has been quantized and that
sample ¢ 4+ j is now being processed. The difference X;; — X, is
formed (where X; is the differentially quantized value of X)), it is
quantized, and the discrete value of X,.; X.; is evaluated (i.e.,
normal differential quantizer operation). Interpolated values of the
intermediate samples Xiy1, - - -, Xi1;—1 are then formed from X; and
X..; and the error sequence associated with the interpolated values
is calculated. This error sequence is than processed by the filter-
threshold circuit to determine whether the errors are visually ac-
ceptable or not. If the error sequence associated with sample ¢ + j
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passes the test, the algorithm steps to sample ¢ + j + 1 and no new
value is transmitted. If the test fails, the run is terminated, that is, the
quantized difference associated with sample 7 + j — 1 is transmitted.

There are two distinct forms which the coding algorithm may take;
free-running or grid. In the free-running algorithm a maximum length-
of-run is specified in advance for practical reasons. If the interpolation
attempts to continue beyond the maximum length, a new sample is
taken and a new run commenced. In most studies the maximum
length-of-run is 10 pels. In the grid algorithm a fixed set of pels (grid
elements) is always transmitted and interpolation or extrapolation is
only applied to the intervening elements. Fixed patterns corresponding
to every second or every fourth element along a line have been studied
and the pattern is offset (staggered) from line to line. Grid algorithms
are studied because in some forms they are very much simpler to
implement.

Section II gives the experimental details and describes the basis for
comparing different algorithms while Section II1 describes the opera-
tion and performance of a free-running interpolative algorithm and
explores the effects of error filtering. In Section IV we deseribe and
compare the operation of a number of different grid algorithms in-
cluding one which involves but a minor modification to the normal
differential quantizer.

II. EXPERIMENTAL ARRANGEMENT

The different algorithms were evaluated using a computer facility.
The 8-bit digitized pictures are read from a digital disk, line at a time,

AMPLITUDE =—3»

i i+ 1 i+j—1 i+j

DISTANCE IN PICTURE ELEMENTS

Fig. 4—In description of an extrapolative threshold coder.
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processed, and then stored in a digital frame store for direct viewing
on a television monitor. The picture consists of 250 lines with 210
elements in each line. The picture is generated and displayed as a 2:1
interlaced picture at 30 frames (60 fields) per second; hence adjacent
lines in the picture originate in different fields. This format is similar
to the Picturephone format.

In evaluating the picture we look at a single frame, repeated at
30 frames per second; thus temporal effects are not considered. The
picture quality is slightly better when viewing a “‘frozen’” frame of a
differentially quantized picture since “‘edge busyness” and certain
random noise components are noticeably less objectionable in the
frozen situation contrary to the findings for white noise.?

2.1 Differential Quantizer

The normal differential quantizer is the vehicle with which the
various algorithms will be tested. The 13-level companded quantizing
characteristic is given in Table I. The differential quantizer has no
integrator “leak” but the integrator is reset at the beginning of each
line.

The results will be given mainly in terms of two different pictures.
The first picture is the familiar “Karen” which by most measures
would be regarded as active and is fairly difficult to code if both the
soft hair and the sharp stripes are to be preserved. The second picture
is much simpler having a large flat background and is referred to as

TaBLE [—QUANTIZER CHARACTERISTIC OF 13-LEVEL
DIFFERENTIAL QUANTIZER
(expressed in 1/128ths of the p — p amplitude)

Level Number Decision Level Representative Level

0 0
1

+1 2
3

+2 4
6

+3 8
11

+4 14
18

+5 22
27

+6 32
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“Lamp.” A third picture (“Birdcage’) is occasionally used; it is
intermediate in complexity between the previous two.

The picture quality of the differentially quantized signal is only
distinguishable from the 8-bit digital signal by careful comparison;
there is a slight increase in background noise and very small amounts
of slope overload and edge-busyness. The discrete, first-order entropies
of the three pictures after coding by the differential quantizer are
3.10, 2.79, and 2.37 bits/pel for Karen, Birdcage, and Lamp, respec-
tively. The second-order entropies are 2.92, 2.61, and 2.20 bits/pel,
respectively. Thus, little would be gained in the second stage of coding,
the reversible stage, by any attempt to remove higher-order
redundancy.

2.2 Quality

One difficulty in documenting the performance of coders lies in
specifying the quality of the processed pictures.

One can divide picture quality into different ranges by using a set
of criteria. Consider the following three:

1. Difference just detectable by a skilled observer between the
processed and unprocessed pictures in an A-B comparison with
no restriction on viewing distance.

2. Defects just noticeable to a skilled observer at standard viewing
distance (36 inches approximately 7H) for a picture with which
the observer is familiar.

3.* Defects just noticeable to a skilled observer, at standard view-
ing distance when the observer has no knowledge of the original
picture.

The picture quality of criterion 1 is probably the most frequently
used ad hoc criterion but it is unnecessarily severe for visual communi-
cation purposes and, if employed, would result in a significant in-
crease in bit-rate over that required by criteria 2 and 3. In this study
the author has attempted to specify the qualities of coded pictures
using criteria 2 and 3. This is inevitably an approximate process and
as a consequence a range is given rather then a specific value. Ap-
proximate as this process is, if it enables a rank ordering of coding
strategies it will have served its purpose.

* Where the viewer was familiar with the test picture a conscious effort was made
to disregard defects that depend on knowledge of the original picture. For example,
noticil;f a loss of fine detail in the hair region of “Karen’ depends on memory of the
original; noticeable slope overload on the other hand generally appears as an un-
natural distortion.
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2.3 Bit-Rate Calculation

Picture quality and bit-rate are the two vital measures of coder
performance. In this study we are concerned primarily with the first
coding stage of Fig. 1, the multidimensional quantizing stage. But
the final bit-rate will also depend on how thoroughly the second stage
is implemented. However, what we will do is to calculate entropies
of the signal after the first stage of coding, the rationale being that the
figure represents a bound on what is obtainable in practice. In some
instances variable wordlength coding, with buffering, will yield a
data rate that is within a few percent of the entropy figure.?*?? In other
instances more complex coding will be required to approach the entropy
figures, particularly for source alphabets which contain a highly
probable event where something akin to runlength coding would be
required.

The performance of the algorithms has been assessed by calculating
the entropy under the assumption of two different types of reversible
encoding. They are:*

Code I. All pels in the run are processed in the same way (with the
same code). This is the simplest but most inefficient method.
The bit-rate bound is obtained by calculating the first-order
entropy of the signal;

N
H,= — Epelogps,

where p; is the probability of occurrence of each event (a
quantizer level or an interpolate command) and N is the
total number of different types of event.

Code II. A separate code is used for each run position. That is, the
first element in a run uses code 1, the second element in the
run uses code 2, etc. The run is terminated by the sampled
pel. The entropy is then given by

M
H, = ) hig;,
J=1
where h; is the entropy of events in the jth position of the
run and g¢; is the probability that an event will be in the jth
position of a run.

* In some of the algorithms to be discussed the information indicating that an
element has been successfully estimated at the transmitter is obtained indirectl
by the receiver from the coded bit stream. In other algorithms an additional code
word is appended for this purpose.
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Fig. 5—Variation of entropy with the position of the element in the run; free-
running interpolative algorithm with a maximum runlength of 10. Subject—Karen.

The entropy of the signal changes significantly depending on the
position in the run. (This is shown in Fig. 5 where the first-order
entropy of the differentially quantized signal is plotted as a function
of the position in the run for a free-running interpolative algorithm
having & maximum runlength of 10.) This change in entropy is ex-
ploited in code II (but not code I). Where the average length of a
run is large, a practical realization of a code II coder could well result
in a type of runlength encoding.

In summary, H; can be regarded as the lower bound on data rate
when each element is coded in the same way while H is a lower bound
when run contiguity is exploited.

There are a great number of different techniques for reversibly
coding the discrete output of the first coding stage (Fig. 1); by speci-
fying the abovementioned two entropies we can concentrate more on
the irreversible stage without getting overly involved in exactly how
the second-stage coding will be achieved. The entropies are always
given as bits/active (or unblanked) picture element.

III. RESULTS: FREE-RUNNING ALGORITHM

The details of the interpolative algorithm are summarized in the
flow diagram of Fig. 6. Bookkeeping operations like entering a new
line, testing for the end of a line, and gathering statistics are not
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Fig. 6—Flow diagram for the element processing of the free-running interpolative
algorithm. I denotes the last element in the previous run, J denotes the current length
of the run being processed, and I + J denotes the element being currently processed.

shown. We will first discuss (Section 3.1) the efficiencies obtained with
the two methods of reversibly coding the discrete output. Neither the
shape of the filter function nor the maximum length which the algo-
rithms can run before a new run is forcibly commenced is varied in
the above comparisons. The effect of varying these two parameters is
described in Sections 3.2 and 3.3. Some observations are made on
free-running algorithms in Section 3.4.
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Fig. 7—Entropy of the free-running algorithm as a function of the threshold
The measurements of entropy are made under the assumption of two different types
of reversible code., The performance for the codes is very similar.

3.1 Comparison of Reversible Coding Methods

Figure 7 summarizes the results obtained by applying receiver-
model coding interpolatively to the 13-level differential quantizer.*
For computational simplicity, the filter used in this case has a rec-
tangular impulse response three elements wide (i.e., corresponding to
an average over three elements).

As the threshold is raised on the filtered error sequence, more and
more elements are interpolated. Consequently probability distribu-
tions become more peaked and the entropy drops. At the same time

* The ‘“relative’” threshold is, in fact, one-fifth the threshold value, in 128ths,
applied to the filtered error signal.
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Fig. 8—(a) Karen—processed by normal 13-level differential quantizer, 1st order
entropy 3.10 bits/pel. (b) Picture processed by free-running algorithm, 2.0 bits/pel;
picture quality is eriterion 3 or worse. (¢c) Unprocessed picture of “Lamp.”



RECEIVER-MODEL CODING 1283

Fig. 8 (continued).

the picture quality is reduced in low-detail areas of the picture as
soft detail and texture become blurred. Edges and high-detail areas,
however, remain unaffected until very large thresholds are reached.

Consider the results for Karen. As the threshold is increased, the
entropy drops from 3.1 bits/pel with a normal differential quantizer*
to about 2 bits/pel at which point there is quite noticeable smearing
in low-detail areas. Also shown on the curves are the criterion 2 and
criterion 3 ranges (Section 2.2), Not until the threshold is raised to a
value of 0.9 and the entropy has fallen to 2.4 bits/pel does the change
in picture quality become visible when compared with a normal dif-
ferential quantizer, other than by close A-B comparison. The normal
differentially quantized picture is shown in Fig. 8a while the picture
coded with a threshold of 1.5 (2.0 bits/pel) is shown in Fig. 8b.

The results obtained with the simpler picture ‘“Lamp” (Fig. 8c)
are similar to those obtained for Karen except that the advantage is
somewhat greater; the rate is halved in going from the normal dif-

* It is necessary to send additional information to explicitly inform the receiver
when to interpolate and when not to. It is this additional information which prevents
the entropy of the coded signal from converging to the value of the normal differ-
ential quantizer.
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ferential quantizer to the end of the criterion 3 range. It is to be ex-
pected (see Section V) that low-detail pictures will be more amenable
to receiver-model coding given the present model.

There is surprisingly little difference in efficiency between the two
reversible codes, particularly for Karen where the statistics for the
highly detailed parts swamp the peaked distributions obtained in the
low-detailed parts. In such instances an adaptive strategy would be
of some help.* The complexity associated with implementing the simple
code (code I) does not change with the maximum permitted length
of run; for the variable code (code II) there is a proportional relation-
ship since a code dictionary would need to be stored for each run
position. Consequently, it is important to know how the entropy
changes with the maximum length of run that is permitted. For the
moment we may conclude that unless the more complex codes can be
implemented simply or that channel capacity is at a premium then
the simple code is probably adequate.

3.2 Visual Filter Function

The psychological literature is replete with different estimates of
what the shape of the visual point-spread function should be. It was
hoped that we could add something to the debate by investigating
different functions in the coding model to see which shape gives the
best results. In one experiment the shape of the function was varied
keeping the spread of the function constant; the spread was measured
by the first moment of the absolute value of the spread function. In a
second experiment the spread of the filter was varied keeping the shape
constant. Bear in mind that because our algorithm works only along
the scan-line we cannot take full advantage of the two-dimensional,
spatial, point-spread funection. Consequently, we should really think
of a line-spread function, the rationale being that in the worst-case
gituation the stimulus being filtered would have large vertical extent
and hence the line-spread function would be appropriate.

3.2.1 Effect of Shape

Varying the shape of the filter function has little effect on coding
efficiency (Fig. 9). The filter shape was varied from rectangular to
quite peaked keeping both the area under the function and the first
moment of the absolute value of the funection constant. The threshold
is also constant at 1.0. The square, crosses, and dots of Fig. 9 denote
functions with widths of 3, 5, and 7 pels respectively. The values of
the functions are given in Table II. For the interpolative algorithm
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Fig. 9—Effect on entropy (code II) of varying the shape of the filter function.
The width of the impulse response is: [}—3 elements, X—>5 elements, O—7 ele-
ments. Threshold decisions are very insensitive to the shape of the filter function.

with a maximum runlength of 10 pels there is an increase in bit-rate
from 2.32 bits/pel for the rectangular function to 2.41 for the most
peaked function; any accompanying change in picture quality was too
small to notice.

3.2.2 Effect of Spread

The spread of the filter function, on the other hand, has far more
effect on the picture quality and entropy than does the shape, as can
be seen from Fig. 10a. A rectangular function was used and the spread
was varied keeping the area under the impulse response constant and
the threshold fixed at 1.0. The picture quality changed from almost

TaBLE II—WEIGHTING COEFFICIENTS OF TRANSVERSAL FILTER
(The filter shape is symmetrical with A being the central element)

Filter Number A B c D
1 0.333 0.333 0 0
2 0.4 0.275 0.025 0
3 0.45 0.231 0.044 0
4a 0.5 0.188 0.062 0
4b 0.5 0.156 0.062 0.031
5 0.55 . 0.103 0.081 0.041
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Fig. 10b—Curves of entropy versus threshold for filter functions having s reads
of 1, 3, 5, and 7 elements for the f]'ee—!'ull]li:llﬁ interpolative algorithm en).
The dashed curve passes through each of the full curves at points of approximately
constant picture quality. A spread of between 3 and 5 elements gives the lowest
bit-rate for standard viewing distance.

criterion 1 quality with a spread of 1 pel to worse than ecriterion 3
quality when the spread was 7 pels.

An attempt was made to determine the most suitable filter spread
for a picture having criterion 2 quality (standard viewing distance).
Figure 10b gives curves of entropy versus threshold for rectangular
filter functions of different spread. The dashed curve is a line of ap-
proximately constant picture quality. It was determined by making
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pair-wise comparisons between a reference picture obtained using a
threshold of 1.0 and a filter spread of three and pictures from the other
spread curves. With the filter fixed at a particular value of spread the
threshold was varied until the picture quality matched that of the
reference picture. From the figure it can be seen that a spread of
between 3 and 5 pels gives the lowest bit-rate for the standard viewing
distance.

3.3 Effect of Maximum Runlength

The effect of changing the maximum permitted runlength is shown
in Fig. 11. Interestingly, there is very little increase in bit-rate as the
maximum runlength is reduced to as little as 4 pels, particularly for
code II. Even for the low-detail picture (Lamp) where the average
length of a run is much longer, the increase in entropy is still small.
Bearing in mind that code II becomes much simpler to implement for
short maximum runlengths there appears to be little reason to use long
runlengths.
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Fié. 11—Entrop§ns a function of the maximum runlength for Code I (dashed)
and Code IT (full). Note there is little increase in entropy for Code II as the maximum
runlength is reduced from 10 to 4.
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Fig. 12—Pictures showing the effect of changing the size of the picture element
with the filter function, as measured at the eye, maintained constant: (a) original
8-bit signal, (b) processed, with threshold = 1.5 and H = 1.38 bits/pel, (c¢) original
8-bit signal, 4 lineal size, (d) processed with same threshold as in (b), H = 1.17
bits/pel. It is the quality difference between pictures of the same size that should
be compared, not the relative quality of the two processed pictures.
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Fig. 12 (continued).

3.4 Discussion

The preceding experiments suggest two ways for decreasing bit-
rate at the cost of decreased picture quality. First, it can be decreased
by increasing the threshold as shown by Fig. 7. Second, it can be
decreased by increasing the spread of the filter function as shown by
Fig. 10a. The picture, Karen, was coded to have an entropy (Code II)
of 1.81 bits/pel by reducing the quality (lower quality than criterion 3)
in the two ways described above. For the first method the filter was
rectangular with a spread of three elements while for the second method
the filter was again rectangular but with a spread of seven elements.
Both methods gave similar picture quality with the narrow-filter/
high-threshold combination of the first method being, perhaps, slightly
better. The improvement in sharpness of the first method was partly
offset by the reduction in granularity and blotchyness of the second
method.

If a particular filter, at normal viewing distance, produces a picture
that is just distinguishable from a high-quality original then doubling
the spread of the filter function should produce a picture at twice the
viewing distance which is again just distinguishable from the original.

I have tried to demonstrate this prediction with Fig. 12 by repro-
ducing a comparison pair of pictures at half-size to correspond to the
situation where the viewing distance is doubled. It is the difference in
quality between pairs of pictures at the same viewing distance that
should be compared, not the comparative quality of the processed
pictures.

One factor that could upset such a comparison is that the smaller
picture has a greater scanning line density. The filter function operates
in one dimension only and to the extent that deleted picture com-
ponents are uncorrelated from line to line, vertical filtering taking
place in the eye will tend to favor the smaller picture. An intuitive feel
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Fig. 13—Picture of the filtered error signal for the processed picture of Fig. 12b.

for the correlated nature of the error signal is obtained from Fig. 13,
in which a certain amount of picture structure is evident.

IV. RECEIVER—MODEL CODING WITH GRID ALGORITHMS
4.1 Introduction

One can take advantage of the filtering action of vision without
explicitly filtering the error signal. To appreciate this, let us consider
the following grid algorithm. Every grid element (sampled point) is
reproduced with full accuracy (e.g., 7 or 8 bits). The intermediate
elements (referred to as ‘“‘conditional points”) are reproduced as the
average of the adjacent pels, X1 = (X; + Xi0)/2, if the error
(X421 — Xiyp1) is small (see Fig. 14). Otherwise, the error quantity is
quantized and transmitted. In determining whether X, is an adequate
representation of X, the error signal adjacent to pel (z + 1) must be
filtered. However, the error at pels z and (¢ 4+ 2) is virtually zero so that
for a filter that consists of a three-point average it is only necessary to
examine the error introduced at pel (¢ 4 1).

Kretzmer?! proposed a coding scheme similar to the above in which
every fourth pel is always coded with 7-bit accuracy (i.e., 4:1 grid
algorithm). The intermediate points are estimated by linear inter-
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polation and the difference between the input and the estimate is
quantized and transmitted. The midpoint in each quad is quantized
more accurately than the quarter and three-quarter points. Fukushima
and Ando?®® experimented with a very similar scheme in which every
fourth point was transmitted with 6-bit accuracy and the intermediate
points were transmitted using three levels. A final bit-rate of 2.7
bits/pel was achieved. They also investigated two-dimensional 4:1
algorithms. Connor has investigated a 2:1 grid algorithm (column
coder) which uses two-dimensional prediction for differentially coding
the grid points.?® Pease®” has applied what amounts to a 2:1 grid
algorithm between fields of a television picture. All points in one field
are estimated as the average of the four surrounding points coming
from the previous and next fields. Only when this prediction breaks
down is additional information sent about the interpolated field. In
the presence of movement the four-way interpolation is less accurate
and the number of pels that require correction increases somewhat.
Notice that all the above schemes transmit two or more different types
of amplitude information; the grid points are transmitted absolutely
(or differentially, relative to one another) while the conditional
points are transmitted as a correction to the estimation. These schemes
will therefore be referred to as error transmission schemes.

In this section we will examine a number of grid coding schemes.
For the most part they differ from the above schemes in that only one
type of amplitude signal is transmitted so that all amplitude informa-
tion is decoded in the same way (direct transmission). The distinction
is best appreciated by considering a specific example. Take the inter-
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Fig. 14—Definition of locations and values of elements used in discussion of grid
algorithms.
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polative algorithm: if pel i has already been encoded (Fig. 14), pel
(i + 2) is then encoded differentially from pel . From the encoded
values of pel 7 and pel (2 + 2), (X:, Xit2), Xis1 is formed. The error
signal (X1 — Xis1) is tested against the threshold; if it exceeds
threshold, pel (¢ + 1) is differentially coded from pel 7 and pel (7 + 2)
is differentially recoded from pel (¢ + 1). Thus it can be seen that the
interpolated value X.., is only retained when the interpolation is
adequate; otherwise it is discarded. Furthermore, the quantizing scales
for pels 7 and (i + 1) can be the same as for normal differential
quantization since in high-detail areas the interpolation generally fails
and each element is predicted from the previous element. In practice,
a check is made to determine whether slope overload will occur in cod-
ing pel (¢ + 2); if this can happen pel (i + 1) is then coded and pel
(i + 2) is recoded, differentially, from pel (i + 1). Thus, in high-detail
parts of the picture, pel (¢ 4 1) is rarely interpolated and the coding
operation differs little from normal differential quantization. In low-
detail parts of the picture, where the interpolation process is usually
adequate, again the coding process is normal differential quantization,
but with twice the normal sample spacing.*

Errors will occur at pels ¢ and (¢ + 2) because differential quantiza-
tion has been used and these errors will, because of the visual filtering
action, affect the visibility or the error occurring at pel (i + 1).
Hence the encoding will be more efficient if filtering is used. But, as
we will see, a three-point filter does not differ much from a single-
point filter because the errors made at pels 7 and (7 + 2) are limited by
the number and spacing of the quantizer levels and cannot be sub-
jectively large if adequate quality is to be obtained.

In comparing the error transmission and direct transmission schemes,
it can be seen that the decision on whether or not to transmit the con-
ditional elements is the same in both cases. The error transmission
scheme has the advantage that the estimate is a better prediction
than the previous sample, and hence the correction signal, where it is
necessary to transmit it, will be smaller. However, the disadvantage
is that since the grid points are transmitted as differences from a
point two pels away, the amplitude of the differences and hence the
entropy associated with them will be larger. In practice this will
increase complexity since the quantizer will need to have more levels
to handle the larger changes. In Section 4.2 an error transmission
scheme will be compared with a number of direct transmission al-
gorithms and it will be seen that there is very little difference in per-
formance between the two types of schemes. One would expect the
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performance to converge for low-detail pictures since the number of
points which are not successfully interpolated becomes very small
and the encoding of the remaining points is then very similar.

In the free-running algorithms a special code word was used to
inform the receiver when to interpolate. For the grid algorithms an
interpolate command has been inserted in a special manner. On the
conditional samples only, the zero differential quantizer level is used
to denote the interpolate command: this means that when the signal
is not being interpolated the zero level cannot be used; instead the
signal is forced to take on the next closest level, either the positive or
negative inner level. This affects picture quality very little since,
firstly, a zero level is rarely used on the conditional samples and,
secondly, since interpolation generally fails in the vicinity of large
luminance changes, the small error introduced by deleting the zero
level is largely masked by the consequent luminance change.

Implementation of the grid algorithm becomes even simpler when
we consider two variations, a modified form of the interpolative (MI)
algorithm and an extrapolative algorithm. The MI algorithm is quite
similar to the interpolative algorithm; the next grid point is nof
quantized prior to interpolation. This means that it is only necessary
to quantize each element sequentially just as one does in normal
differential quantization (when a pel is adequately interpolated, the
classifier output is simply forced to a zero prior to processing by the
local [and distant] decoder and the next element [pel 7 + 2] is
processed in the normal manner [see Fig. 14]). In the extrapolative
algorithm the method used to estimate the conditional sample is the
same as the method of extrapolation for the coding process (i.e.,
previous sample prediction) and hence the need for an extrapolate
command is obviated. The algorithm is then only slightly different
from normal quantization, especially if the error occurring at the
conditional sample is taken as the filtered value (the scheme described
in Ref. 4 under the name ‘“Level Variable Sampling Scheme”’).

4.2 Comparison of Free-Running and Grid Algorithms

The performance of both a 2:1 and a 4:1 MI, grid algorithm are
compared with the free-running extrapolative algorithm in Fig. 15.

The maximum reduction that can be obtained with the 2:1 algorithm
is a halving of the bit rate. Long before this point is reached the curve
starts to flatten out and unless very large thresholds are used the
picture quality remains high. Within the obtainable range of picture
quality the 2:1 algorithm performs almost as well as the free-running
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Fig. 15—Comparison of the performance of free-running and grid algorithms.
The 4:1 grid algorithm performs equally as well as the free-running algorithm.

algorithm. By going to the 4:1 algorithm, a larger picture quality
range can be accommodated without going to very large thresholds.
In the criterion 2 range the grid algorithm seems slightly better than
the extrapolative free-running algorithm while in the criterion 3
range the free-running algorithm is marginally better.

4.3 Comparison of Three Grid Algorithms—Error-transmission, MI,
and Extrapolative

Since the MI and error-transmission algorithms are the most alike,
we will compare them first. The error-transmission algorithm uses a
19-level differential quantizer. This is obtained from the 13-level
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quantizer by adding additional outer levels. The filtered error signal
is obtained by summing the error at the estimation point and the
two adjacent grid points. The MI algorithm uses the usual 13-level
quantizer and the filtered error signal is the sum of only two error
terms. The quantizing error occurring at the grid point to the right
of the point being interpolated cannot be included since this point is
not quantized until after a decision has been made on the conditional
point.

The white markers in Fig. 16 indicate those conditional points in
the two algorithms for which the filtered error signal is above thresh-
old. Hence these points are not adequently represented by the estimate
(the relative threshold is set at 1.5 for both algorithms). The distribu-
tion of markers is quite similar, especially when one bears in mind
that the error summing procedure is different in the two cases. The
picture quality and bit-rate is also very similar (see Fig. 17), which
stands to reason since the signal is processed identically in those
parts of the picture where there are no markers. The algorithms were
evaluated on other pictures. In each case picture quality and bit-rate
were very close.

The extrapolative (like the MI) algorithm uses a 13-level quantizer
and sums the error over only two pels. The estimation procedure
(zero-order-hold) is not as effective as linear interpolation and, as a
result, the number of conditional points that need to be transmitted
is very much larger for a specific threshold. A consequence is that the
curve of entropy versus threshold lies above the other curves except
at higher thresholds. Here, the curves converge since the only condi-
tional points still being transmitted are edge points. The picture
quality is not quite as high as that obtained with the other two al-
gorithms with the defect appearing as a granularity in flat, dark
regions of the picture. Although the granularity is also present for the
other two algorithms it is significantly attenuated by the interpolative
averaging.

4.4 Effect of Filtering

As indicated previously, the effect of filtering for the 2:1 grid al-
gorithm will not be very strong since when the error is evaluated at
each conditional point the error permitted at the adjacent points,
which are quantized with full accuracy, will be quite small. Even so,
there is a small increase in the number of conditional flags that are
transmitted in going from the single-point filtering to the two-point
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Fig. 16—Markers showing conditional points that were updated with a threshold
of 1.5: (a) error transmission algorithm, (b) MI algorithm.
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Fig. 17—Relative performance of three different 2:1 grid algorithms. The extrap-
%btive algorithm is slightly inferior to the MI and dual-mode algorithms, Subject—
aren.

filtering (error at eonditional point plus the error at previous point).
This, in turn, results in a small increase in entropy (from 2.17 to 2.20
bits/pel).

For the 4:1 fixed-point algorithm the difference between single-
point and three-point filtering is larger. The conditional points that
are transmitted have been marked in Fig. 18 where, for single-point
filtering, the threshold is 0.9 and the entropy is 2.08 bits/pel and for
three-point filtering the threshold is 1.5 and the entropy is 2.04 bits/
pel. In this case, however, the effect on picture quality is more notice-
able. With the broader filter low-detail areas are reproduced better
while medium-detail areas appear more noisy. At normal viewing dis-
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Fig. 18—Markers showing the conditional points that are updated for 4:1 grid
algorithm: (a) single-point filtering, threshold = 0.9, H = 2.08, (b) three-point
filtering, threshold = 1.5, H = 2.04,
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tances the broad filter is preferable while for close scrutiny the single-
point filter is better.

There is no reason why filtering could not take place in two or three
dimensions in which case more elements would be involved and the
accuracy with which the picture was encoded could more accurately
match perceptual requirements for a given viewing situation.

V. DISCUSSION

As we have seen, the receiver-model coding algorithm with the simple
threshold model of Fig. 2 tends to work best on low-detailed pictures.
There are two reasons for this: (7) In detailed parts of the picture the
estimation procedure is not as good as in low-detail areas; (7) The
threshold model, as described, is a simple, low-pass filter model and
does not incorporate the effects of masking by adjacent signal com-
ponents such as occurs when an element lies close to a large change
(spatially or temporally) in luminance.*

The receiver-model coding concept, as stated, does not depend on
any specific receiver model. As better models of the human viewer
are obtained they can be incorporated directly into the encoding
operation. In essence it is a three-step operation: estimation, testing,
and, if necessary, more accurate recoding. There is an intrinsic separa-
tion between the source-property operation (estimation) and the
receiver-property operation (testing) and as such the technique will
be suboptimum. Performance could undoubtedly be improved by
cycling through the estimate-test-recode sequence iteratively.?® The
interesting, practical question would be, is the improved performance
worth the added complexity?

In all the coders described here the bit-rate—picture-quality operat-
ing point is determined by means of a single threshold control. This
means that it is a relatively simple matter to dynamically alter the
operating point in response to some system requirement. An example
oceurs in frame-to-frame coding where the moving area is transmitted
as an element-differentially-quantized signal. As the buffer fills in
response to increased movement the threshold is raised so as to keep
the data-generation rate more uniform.2?

VI. SUMMARY AND CONCLUSIONS
Receiver-model coding is a powerful, though not optimal, technique
for incorporating properties of the human observer into the picture

* Some practical coding strategies have been developed that take advantage of
spatial masking effects.
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encoding process. In essence, components of the signal are estimated
according to some algorithm. The difference between the actual
signal and the estimate is processed in a model of the receiver to
determine if the estimate is adequate. If so, the receiver is informed of
this; if not, additional information is transmitted to improve the
estimate.

The receiver-model coding concept may be applied in many dif-
ferent ways and the visual model may range from very simple to very
complex. In this paper I have used the differential quantizer (DPCM
coder) as the basic vehicle with which to investigate receiver-model
coding, and the visual model is a one-dimensional low-pass filter.
Three types of estimation are investigated: extrapolation, interpola-
tion, and a simplified form of interpolation referred to as ‘“modified
interpolation.” It is important to bear in mind that the estimation is
used to help determine which components need to be transmitted and
does not indicate how the components are transmitted. In nearly all
examples considered here the transmitted component is a simple
difference signal which is decoded by adding the difference to the last
decoded value.

Coders are divided into two separate classes, free-running algorithms
and grid algorithms. In the free-running algorithms the estimation
procedure may continue in a single run until the estimate fails with
the proviso that the length of the run may not exceed a specified
maximum. With the grid algorithm a fixed set of elements is always
transmitted (e.g., every second or every fourth element). The interest
in grid algorithms stems from the fact that they are more easily
implemented.

The free-running interpolative algorithm gives a reduction in entropy
of approximately 30 percent for high-detail pictures and 50 percent
for low-detail pictures for a small loss in picture quality when the
picture is evaluated by observing a single “frozen” frame on a high-
quality CRT display.

Two reversible coding strategies were explored for converting the
quantizer output to a binary code. Code II gives an advantage of
between 0.1 and 0.15 bits/pel over Code I when using a maximum
runlength of ten elements; the relative advantage of Code II over Code
I about doubles when the maximum runlength is reduced to four
elements.

The effect of the threshold filter function on the coding operation
was explored by varying the shape of the filter function while keeping
the spread of the function constant and then, in a second experiment,
keeping the shape constant and varying the amount of spread. While
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the exact shape of the filter function affected performance very little,
the spread of the function had a large effect; the most suitable spread
appears to be about three elements for the normal viewing distance.

As the maximum permitted length of run is decreased from 10, it is
found that there is very little increase in entropy for Code II for a
maximum runlength even as short as 4, suggesting that a 4:1 grid
algorithm may perform almost as well as free-running algorithms.

The 2:1 grid algorithm (modified interpolative) does not permit
operation at lower picture qualities and bit rates; the 4:1 algorithm
has a larger range. However, over their range of operation, the grid
algorithms perform at least as well as the best free-running algorithm
and in view of their simpler implementation appear to be the most
promising.

Three different 2:1 grid algorithms were compared, an error-trans-
mission technique in which the correction signal is sent as a difference
between the estimate and the input, the modified interpolative al-
gorithm, and the extrapolative algorithm. Extrapolation was slightly
inferior to the other two methods and of these the modified interpola-
tive method is more simply implemented.

The emphasis in this paper has been on obtaining an efficient
discrete representation of a picture signal rather than presenting a
complete coding system. Consequently, there are a number of con-
siderations such as sensitivity to transmission errors which are not
discussed in the paper but nevertheless bear importantly on the feasi-
bility of any practical coder.
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