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We consider a communication link in which a band-limited speech
signal 1s delta-modulated, detected, and filtered by a low-pass filter, and the
analog output is delta-modulated again with an identical encoder. We are
concerned with the correlation C between equal-length bit sequences, desig-
nated {b} and (B}, that result from the two stages of delta modulation. We
study C as a function of the sequence length W, the starting sample T
in {b}; the time shift L between [b} and {B)}; the signal-sampling fre-
quency F; and a parameter P(=1) which specifies the speed of step-size
adaptations tn the delta modulators. (P = I provides nonadaptive, or
linear, delta modulation.)

Computer simulations have confirmed that for small time shifts L and
for statistically adequate window lengths W, C is a sirong positive number
(0.4, for example). Moreover, the C function tends to exhibit a maximum
Cmax at @ small nonzero value of L (between 1 and 5, say) reflecting a delay
iniroduced by the low-pass filter preceding the second delta modulator;
and when W is on the order of 100 or more, the dependence of Cax on the
starting sample T is surprisingly weak. Also, in the range of F and P
values included in our stmulation, C ..y increased with F and decreased
with P. Finally, the positive C values for small L are retained even when
the delta modulators are out of synchronization in amplitude level and
step size, as long as the delta modulators incorporate leaky integrators and
fintte, nonzero values for mazimum and minimum step size.

With a given T, the C(L) function can exhibit significant nonzero
values even for large L. However, these values are both positive and nega-
tive; and if correlations are averaged over several values of T, the average
C(L) function tends to be essentially zero for sufficiently large L (L = 100,
say), while still preserving the strong positive peaks at a prediciable small
value of L. This observation s the basis of an interesting application
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where the value of C is used to determine whether or not two digital codes,
appearing at different poinis in a speech communicaiion system, carry
identical speech information.

. THE PROBLEM

Consider a speech signal subjected to two successive stages of delta
modulation, with an intermediate stage of low-pass filtering, as shown
in Fig. 1. A previous paper! has studied how signal quality degrades
as a function of the number of delta modulations. The present paper
is concerned with the amount of correlation that exists between the
bit sequences {b} and {B} from the two (identical) delta modulators.
Specifically, we employ computer simulations to study the correlation

1 T+W
C = W |'=ZT b.‘BH.j_',.
It is assumed that {b} and {B} are zero-mean sequences with equi-
probable =1 entries. Apart from being a function of the window
duration W and time shift L, the correlation C will also depend on the
signal-sampling frequency F and a parameter P specifying the step-
size logic used in the delta modulators. The delta-modulator simu-
lations are described in Section II and the properties of C are described
in succeeding sections.

The studies reported in this paper were prompted by an interesting
potential application where the value of the correlation C' would be
used to determine whether or not two digital codes (appearing at
different points in a speech communication network) carry the same
speech information. More specifically, we were considering a telephonic
system that incorporated digital and analog signal terminals capable
of being interconnected via a common switching network. The problem
was to determine whether digital terminals communicating with each
other (in other words, handling the same speech information) could be
detected by digitally correlating the signals of each digital terminal
with the signals at other digital terminals in the system.??® The digital
coding under consideration was delta modulation, and the results of
this paper indeed suggest that the detection of communicating termi-
nals should be possible on the basis of appropriate bit correlations.

BAND — LIMITED 8IT BIT
SPEECH INPUT DELTA SEQUENCE Iﬁg;\; DELTA SEQUENCE
—_— ]
X MODULATOR Toy FiCTER | Z | MODULATOR A

Fig. 1—Block diagram of the simulated speech communication system.
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Fig. 2—Schematic diagram of an adaptive delta modulator.

Il. SIMULATION DETAILS
The delta modulator utilized in our simulations is schematized in
Fig. 2 and is the same instantaneously adaptive delta modulator
(ADM) discussed in Ref. 4. Basically, it is described by the equations
b, = sgn (X, — Y,.1),
Yr = Yr—I + Ar'br;

and
Ar — Ar—l . Pbr br—l,

where X, is the amplitude of the input sample r, and ¥,_; is the ampli-
tude of the latest staircase approximation to it. The parameter P
(1) automatically increases step size when Y is not tracking X
fast enough (b, = b,_), and decreases it when Y is hunting around
X (b, = — b,_1). Nonadaptive or linear delta modulation (LDM)
corresponds to the special case of P = 1.

The speech signal is a 1.5-second male utterance of “Have you seen
Bill?” that is band-limited to 3.3 kHz. The sampling rate, unless
otherwise noted, is 60 kHz. A plot of the speech waveform appears in
Fig. 3, where a number at the right of a line represents the last 60-kHz
sample in that line. The original signal samples are quantized to a 12-bit
accuracy, and have integer amplitudes in the range —2!! to -+42!.
Finally, the low-pass filter is a programmed recursive filter with an
18-dB/octave roll-off. This seems to represent adequate filtering for
toll-quality speech reproduction using ADM at 60 kHz.

lll. DEPENDENCE OF CORRELATION ON TIME SHIFT

Figure 4 shows the dependence of C on the time-shift L for two
different values of starting sample T'. It is interesting to observe that
both the functions show a maximum at L = Lmn. = 4. Even more
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Fig. 3—The speech waveform of “Have you seen Bill?"”

interesting is the fact that respective values of CXZ(L), the correlation
between the speech input X and the low-pass filter output Z, are also
maximized (as determined in a separate simulation) at L = 4. It
would seem that the nonzero value of Lmax in Fig. 4 is to be attributed
to the delay introduced by the low-pass filter. Actual values of Cmax
and Lumax depend on the short-term speech spectrum and the nature of
low-pass filtering, as determined by the parameters T and F (see
Tables I and I1). It is a general result, however, that the C(L) function
always shows a unique, strongly positive maximum value at a small
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Fig. 4—Dependence of correlation C on time shift L.

value of L. Secondary peaks at large values of L tend to be less unique,
and they tend to be randomly positive and negative depending on the
part of the speech utterance being considered, as determined by T'.

IV. DEPENDENCE OF MAXIMUM CORRELATION ON SAMPLING FREQUENCY

Table I indicates a tendency for C... to decrease with decreasing
sampling frequency. This may be ascribed to the fact that, at a lower
sampling rate, delta modulation provides a cruder approximation to
the input signal. The bits, therefore, carry more signal-independent
noise information, and they have corresponding random properties
that cause a decorrelation between |{b} and {B}.

Table | — Dependence of maximum correlation Cpax
on sampling frequency F (P =2, W = 1000)
~_ F 60 kHz 40 kHz
T \ Lmax Cranx Lex Crax
17425 4 0.46 3 0.32
37425 4 0.37 1 0.28
57425 4 0.48 2 0.33
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Table Il — Dependence of correlation C on starting sample T
and time shift L (W =150, P =2, F = 60 kHz;
numbers in parentheses are values of L)

7425 (4) 0.27 0.69 0.20 0.08 0.04 0.01
17425 (4) 0.35 0.48 0.24 —0.09 —0.04 -0.11
27425 (5) 0.23 0.47 0.11 —0.03 —0.03 0.03
37425 (4) 0.15 0.37 -0.11 —0.16 —0.08 —0.08
47425 (2) 0.29 0.33 0.31 —0.13 -0.11 —0.08
57425 (4) 0.37 0.43 0.11 —0.04 0.21 0.13
67425 (1) 0.39 0.44 0.37 0.27 0.22 —0.03

Average of C
values (over T') 0.29 0.46 0.18 —0.01 0.03 —0.02

V. DEPENDENCE OF MAXIMUM CORRELATION ON STEP-SIZE MULTIPLIER P

Table III demonstrates how Cmax tends to decrease with increasing
P. Larger values of P increase the high-frequency excursions of the
staircase function Y. These are filtered out by the low-pass filter.
This leads to lesser correlation between the filter output Z and the bit
sequence {b} and, thence, to a decorrelation of {B} and {b}.

VI. DEPENDENCE OF MAXIMUM CORRELATION ON WINDOW LENGTH

Our results so far have tacitly assumed window length values that
represent bit sequences whose durations are of the order of a few
milliseconds. Figure 5 shows C explicitly as a function of W. It is seen
that very stable indications result with W in the order of 1000, although
values close to a respective asymptote are sometimes reached for W
values in the order of 100. In fact, a window length of W = 10 is seen
to be sufficient, for all values of T in Fig. 5, to bring out the strong
positive nature of Cmax. The convergence of the three curves in Fig. 5

Table |ll — Dependence of maximum correlation Cpax ON
step-size muitiplier P (F = 60 kHz, W = 1000)

\T 37425 37000

P \ Lmsx Crsz Linex Crax
1.0 4 0.91 4 0.89
1.5 4 0.66 4 0.62
2.0 4 0.34 4 0.44
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Fig. 5—Dependence of correlation C on window length W.

is not at all surprising. Note that, by definition, C' should indeed be
independent of T for W — . The results of Fig. 5 were based on a
search for Cp.y in the range 0 = L = 10. Except for W = 1, unique
maxima were noted at nonzero values of L. For W = 1, the value of
Cax Was surprisingly constant in the range 0 = L = 10, the constant
value being +1 for one value of T, and —1 for the other two.

VIl. DEPENDENCE OF MAXIMUM CORRELATION ON WINDOW LOCATION

As seen in the last section, Cnax is a significant function of the start-
ing sample for finite W. Table II shows the values of Crm.x for seven
equally spaced values of 7. The average value of Crax is 0.46 and the
standard deviation is only 0.10. Note also that C' values for large L
are smaller in general, and the effect is more noticeable when corre-
lations are averaged over T'. This is because the positive Cnax values
always add up, while C values for large L, being randomly positive or
negative, tend to average out to values close to zero.

At least one interesting application of the preceding observations has
been suggested.?® Suppose the second delta modulator has several
potential speech inputs including the input Z resulting from X. The
function C would then assume the strong positive values of Table II
only when the input to the second delta modulator is indeed the DM
version of the speech X ; and it would show values of C — 0 if the input
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Table IV— The effect of unsynchronized delta modulators
(T = 37425, P =2, F =60 kHz, W =1000. Values in
parentheses are for W = 150)

Initial Conditions Limits
Case Y. Y2 A Integrators Step Size Lmax Crax
I 0 01 1 Perfect (0, =) 4 (4 0.34 (0.37
11 0 01 1 Leaky (25, 250) 23 0.48 %0.83
111 0 —-50 1 -10 Leaky (25, 250) 23 0.47 (0.76
IV 0 -50 1 -10 Perfect (0, w) 5 (1 0.11 (0.16

was an entirely different speech signal* (possibly due to a different
speaker). This effect will be more pronounced if the averaging process
indicated in Table II is carried out. We are suggesting, in other words,
ameans of determining whether or not two digital DM codes, appearing
at different points in a speech communication network, carry the same
segment of speech information. The basic recipe is a DM bit correlator
with a window of 0.1 to 1 ms, and a window location T' that seems to
be quite uncritical, especially when time diversity (averaging over T)
is possible.

VIll. EFFECT OF UNSYNCHRONIZED DELTA MODULATORS

In practice, the two delta modulators in Fig. 1 can be unsynchronized
in amplitude ¥ and step size A when either or both of them are in some
kind of a transient state of operation. It is an interesting result of our
study that the strong positive values of Cmax are retained even during
such asynchronous periods, provided the delta modulators operate with
a leaky integrator, and with finite and nonzero limits on step size.
Leaky integration decreases the effect of amplitude history and, hence,
the effect of amplitude asynchrony. Finite and nonzero limits on step
size provide potential meeting points for the two step-size sequences,
although they may begin with a different starting value.

In Table IV, ¥, and Y, represent initial amplitudes for the two delta
modulators, while A, and A, are the initial (signed) step sizes. The
step-size limits, 250 (maximum) and 25 (minimum), include a signifi-
cant range of step sizes that are called for in the adaptive delta modu-
lation of speech (with F = 60 kHz, and with signal amplitudes in the
range —2! to +21).% Finally, the leaky integrators of Table IV
leaked 5 percent of signal amplitude in a sampling period.

* This situation is hypothesized to be equivalent to the case of large L.

944 THE BELL SYSTEM TECHNICAL JOURNAL, MAY-JUNE 1974



-1
-~ o SEE TABLE I
L) T FOR EXPLANATION

/

-0.2 1 | | ] l 1 —
0 1 2 3 4 5 6 10,000

Fig. 6—Dependence of correlation C on time shift L = —example of unsynchronized
delta modulators.

Note that Table IV shows that leaky integration and finite, non-
zero step-size limits are imperative in the asynchronous case (rows
III and IV, Table IV) to preserve a strong positive Cmax; they are
also desirable to boost the value of Cmax in the synchronous case
(rows I and II, Table IV). (The boost is quite significant for W = 150).
A separate simulation showed that finite (nonzero) step-size limits
and leaky integrators were effective only when employed in unison;
and in one study of €' as a function of L, they also sharpened the peak
at Luax (see Fig. 6).

Finally, Table V is a counterpart of Table II for the case of un-
synchronized encoders. The step-size limits are 25 and 250, the leak
is 1 percent in a sample duration, and P = 1.5. (The last two numbers
are probably more representative than the corresponding values in

Table V— Dependence of correlation C on starting time 7 and
time shift L with unsynchronized delta modulators
(W=10, P=1.5, F =60 kHz)

K 0 Luax 10 100 1000 10000

7425 —04 0.0 0.0 0.0 0.0 0.0
27425 —0.4 0.4 —04 —0.4 -0.2 0.2
47425 0.4 0.4 0.4 —0.4 -0.2 —-0.2
67425 0.6 0.6 0.6 0.6 0.6 0.0
Average of C
values (over T) 0.05 0.35 0.15 —0.05 0.05 0.00
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Table IV.) Finally, we have reduced the window duration to W = 10.
This results in obviously crude €'(L) functions for a given beginning
sample T'. But, as in Table II, when C(L) values are averaged over T,
the resulting C' function shows a clear tendency to decay to near-zero
values for L = 100. The values of Cnax in Table V represent largest
values as seen in a finite search (0 = L =< 5). None of these was a
unique maximum, which is possibly due to the insufficient duration
(0.16 ms) of the window, W = 10.
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