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Several different algorithms have been proposed for time register-
ing a test pattern and a concatenated (isolated word) sequence of
reference patterns for automatic connected-word recognition. These
algorithms include the two-level, dynamic programming algorithm,
the sampling approach and the level-building approach. In this
paper, we discuss the theoretical differences and similarities among
the various algorithms. An experimental comparison of these algo-
rithms for a connected-digit recognition task is also given. The
comparison shows that for typical applications, the level-building
algorithm performs better than either the two-level DP-matching or
the sampling algorithm.

I. INTRODUCTION

Research in the area of automatic speech recognition has progressed
to the point at which a wide variety of isolated word recognition
systems have been implemented and used successfully for many ap-
plications." These systems have been used in such applications as
data entry, searching, and sorting; however, use of these systems is
restricted by the format of the speech input, i.e. isolated words. For
many applications, a connected-word input format would have several
advantages. Examples of such applications include:

(i) Credit card entry—A sequence of digits (and possibly letters)
is required to specify the credit card number.

(ii) Directory listing retrieval—A sequence of letters is used to
spell the name for which a directory listing is required.

(iii) Airline reservations—Sentences based on a restricted vocabu-
lary and a restricted syntax are used to make reservations.

1389



Several techniques for recognizing connected-word sequences from
isolated word reference patterns have recently been proposed.'®"®

In this paper, we compare, both theoretically and experimentally,
three algorithms which have been proposed for connected-word rec-
ognition. These algorithms are the two-level, dynamic programming
matching (TLDPM) approach, the sampling approach, and the level-
building (LB) approach.’®" Another algorithm of the same general
class as the ones considered here has been recently proposed by Bridle;
however, it is not considered here.'

It should be noted that all of the algorithms which have been
proposed for connected-word recognition are loosely related to a
general information-theory-based algorithm proposed by Bahl and
Jelinek.” However, each of these connected-word recognition algo-
rithms make different assumptions, have different implementations,
and make specific tradeoffs. Thus, the properties of these algorithms
are entirely different from those of Bahl and Jelinek; therefore, they
warrant independent study.

In Section II, we review each of the three connected-word recogni-
tion algorithms and then provide a theoretical comparison of the
general properties. In Section III, we theoretically compare the con-
nected-word recognition algorithms, in Section IV, we describe and
give results of several experimental comparisons of these algorithms,
and in Section V, we discuss these results and their implications for
practical word-recognition systems.

Il. CONNECTED-WORD RECOGNITION ALGORITHM

Figure 1 shows the basic structure for all the connected-word rec-
ognition algorithms under consideration. The feature extraction is
generally similar to that used in most isolated word-recognition sys-
tems. Typical feature sets include energy of a set of bandpass filters,®
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Fig. 1—Block diagram of a generic connected word recognition system.
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and LPC coefficients."* Following feature extraction, the test utterance,
now represented by a sequence of frames of the feature vector, is
nonlinearly time-registered, with a set of reference patterns, and a set
of distance, or dissimilarity, scores are calculated. Following time
registration, a decision rule chooses the sequence of reference patterns
which best matches the test utterance. Feedback, in the form of
positional information, is used to determine which portion of the test
utterance is to be matched to a given reference pattern. It is generally
assumed that the test utterance consists of a sequence of words spoken
by a cooperative user; that is, the words of the string are carefully
articulated and spoken in a slow, deliberate manner, but not as isolated
words. However, the reference patterns do consist of isolated words.
The goal of the connected-word recognizer is to find the sequence of
concatenated reference patterns, subject to given syntactical con-
straints, that best matches the test pattern. Among the issues which
arise in solving for the best string are the following:

(i) How can the reference and test patterns be time-registered?

(ii) How can the reference patterns be modified to account for
both coarticulation and the natural shortening of words inherent in
connected speech?

(iii) Is the determination of the best concatenation of reference
patterns done in a sequential manner, i.e. one decision at a time, or is
some form of backtracking allowed?

(iv) How can alternative matches to the test utterance be generated
in addition to the best match?

(v) Can syntactical constraints be used explicitly in the recognition
stage or is some form of post-processing required?

In the following, we review the three connected-word recognition
algorithms and discuss how each of them answers these questions.

2.1 Two-level DP-matching algorithm

The two-level DP-matching (TLDPM) algorithm'® attempts to find
the best concatenation of reference patterns to match a given test
pattern (of length M frames) by first determining the optimal reference
pattern to match any portion of the test pattern and then attempting
to find the optimal way in which to concatenate these pieces. Figure
2a illustrates the first stage of this procedure. For all possible beginning
points, b, and all possible references, an isolated word dynamic time
warping (DTW) algorithm is used to find the best path to all of the
possible ending frames, E,. Distance scores for the best paths and the
reference patterns which generates these best paths are recorded. The
region over which a partial isolated word dynamic time warp is
examined is shown in Fig. 2b. Here we show a region where the slope
of the time warping function is restricted to be between ' and 2 and
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Fig. 2—Illustration of the TLDPM algorithm.

where the maximum amount that the time alignment contour may
deviate from the line of slope one, which starts at the point (b, 1), is
plus or minus R frames.

If we denote the accumulated distance for the vth reference pattern
from starting frame b to ending frame e as D(v, b, e), then the output
of the first stage is the array of D values for all v, b, and e combinations.
For any set of values of b and e, we can solve for the best reference
pattern and distance as

D(b, e) = min [D(v, b, e)], (1a)

N(b, e) = argmin [D(v, b, e)], (1b)

where D(b, e) is the minimum accumulated distance from frames & to
e of the test pattern, and N (b, e) is the index of the reference pattern
giving the minimum distance.

The second stage of the TLDPM algorithm is to determine the best
match by piecing together the reference patterns in an optimal manner.
This is accomplished again using a dynamic programming algorithm
which finds the best concatenation of [ reference patterns, ending at
frame e of the test pattern by trying all concatenations of a portion of
the test pattern ending at frame e and all best reference pattern
concatenations of length / — 1, i.e.
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Di(e) = min [D(b, e) + Du-n(b—-1)] (2a)

Do(0) =0, (2b)

where D, (e) is the accumulated distance generated by matching the
best concatenation of ! reference patterns to the portion of the test
pattern between frame 1 and frame e and where D(b, e) is the distance
associated with the best reference pattern used to match the portion
of the test pattern between frame b and frame e. After computation of
Di(e), the best string is recovered by first finding that value of ! which
minimizes D;(M) and then tracing back through the sequence of
decisions which were used to generate D;(M).

The TLDPM algorithm made no inherent attempt to modify its
reference patterns to account for either coarticulation or word shorten-
ing. While word shortening is, in general, compensated directly by the
pTW, the use of reference patterns which are inherently longer than
the test patterns to which they are to be matched makes this problem
much more difficult. In addition, the lack of any boundary modifica-
tions for the reference patterns must inherently reduce the potential
accuracy of the TLDPM approach.

It is obvious that the TLDPM approach is not a sequential decision
method, since no partial match is firmly decided on until the entire
second pass of the algorithm is completed. It should also be clear that
it is possible to generate not only the best string but the K best strings
by simply keeping track of the K best reference patterns which match
any portion of the test pattern and also by keeping track of the K best
strings for every step of the second pass. Finally, it is clear that, as
described, the TLDPM algorithm cannot make use of syntactical con-
straints directly but must make use of them in a post-processing stage
to choose among various candidate strings. That is, syntactical con-
straints cannot be used to restrict which words of the vocabulary are
used for any given beginning and ending point pair, unlike the LB
algorithm in which levels correspond to word positions in the string.
However, once the beginning and ending point pair distance matrices
have been generated, then syntactical constraints can be applied in
the second stage of the TLDPM algorithm.

2.2 The sampling approach

Unlike the TLDPM algorithm, the sampling algorithm is more of a
sequential decision process. The sampling approach attempts, via a
local minimum DTW algorithm,"” to match a reference pattern to a
portion of the test pattern. Unlike the two-level approach of the
preceding section, not all portions of the test pattern are tested.
Instead, only a small subset of the test pattern is used. The way in
which the regions of the test pattern are chosen is as follows. Following
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the time registration of the reference pattern to one portion of the test
pattern, an ending point is implicitly defined by that frame of the test
pattern which best matches the end of the reference pattern. After all
reference patterns have been tried, the one which gives the best match
is chosen as the proper word and the ending point of the test pattern,
associated ‘with this reference, is used to hypothesize a beginning
region within the test pattern for the next set of references. This
procedure is illustrated in Fig. 3. Reference pattern number 1, which
is hypothesized to begin somewhere within beginning region 1, is time-
registered to the test pattern using a local minimum pTW algorithm.
Once the ending point for the best match for Ref. 1 has been deter-
mined, a beginning region for the next reference pattern is determined.
In general, this beginning region is centered somewhat earlier in the
test pattern than the ending position of the previous word. This is
done to compensate for the difference in durations between concate-
nated reference patterns and connected word utterances, and to ac-
count for coarticulation between words.

Note that a categorical decision as to the best reference need not be
made if the distance scores indicate a high likelihood of confusion. In
such cases, when the distance scores for two or more reference patterns
are approximately equal, the sampling method keeps tract of all
possible strings using the approach described above. Thus, the possi-
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Fig. 3—Illustration of the sampling algorithm.
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Fig. ——Two possible implementations of a constrained DTW algorithm.

bility exists of finding a best string at the end of the search, which is
different from the best string as the search proceeds from left to right.

In addition to effectively modifying reference patterns by overlap-
ping beginning and ending regions, the sampling algorithm can also
use the local minimum pTw algorithm in such a way as to eliminate
part of the end of any reference pattern. This is done by not forcing
the local minimum pTW algorithm to proceed all the way to the end of
the reference pattern, but rather to stop at some frame before the end.
Thus, the sampling approach has more inherent flexibility in dealing
with modifications to the reference patterns than the TLDPM method.

In contrast to the TLDPM algorithm, the sampling algorithm is able
to use syntactical constraints (in the form of a regular grammar)
directly, rather than in a post-processing stage. Such a method is
described in detail by Levinson and Rosenberg,'” but the main idea is
to trace the graph which represents the grammar simultaneously with
matching the reference patterns within the test pattern by keeping
track of not only the current state, but also the current ending frame
within the test pattern.

2.3 The level-building algorithm

Figure 4 illustrates the basic idea involved in the LB algorithm. Here
we show how a constrained endpoint bTw algorithm, in which the
slope of the warping function is restricted to be between 'z and 2, is
used to find the best alignment between a test pattern and a given
concatenated sequence of L reference patterns. In Fig. 4a, we show the
computation proceeding in a sequence of vertical strips. Figure 4b
shows an alternative way in which the computation may be performed.
A set of horizontal lines has been drawn to indicate the boundaries
between the different reference patterns in the concatenated reference
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pattern. We may now compute the optimal, time alignment path in
successive levels by using the distances accumulated at the end of one
level to initialize the next level. The LB algorithm uses this decompo-
sition to find the optimal sequence of reference patterns by trying all
possible reference patterns at any level and recording, for each ending
frame at that level, the reference pattern which gave the best distance
to that ending frame and a pointer back to the previous levels. These
minimum distances are used to initialize the following level. After the
final level has been examined, the optimal path is recovered by tracing
back along the chain of pointers.

We have demonstrated that the algorithm solves exactly the same
problem as the TLDPM algorithm."® In addition, we have shown how to
modify the LB algorithm via a set of parameters to give it more
flexibility. These parameters, as shown in Fig. 5, are as follows:

(i) 8z, —Region of uncertainty at the beginning of the reference
pattern.
(¢Z) dr, —Region of uncertainty at the end of the reference pattern.

(Zit)8enp —Region of uncertainty at the end of the test pattern.

(iv) Mr —Multiplier used to reduce the size of the beginning region

for any level.
(v) e —Parameter used to restrict the size of any vertical strip.
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Fig. 5—Illustrations of the parameters of the LB algorithm.
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Fig. 6—Generation of multiple candidate strings for the LB algorithm.

The effects of these parameters are shown in Fig. 5. We observe that
8r, and 8g, define regions, at the beginning and end of each reference
pattern, in which the local path may begin or end. In this manner,
some of the gross features of coarticulation and length reduction
present in a connected-word utterance may be accounted for. Thus,
the LB algorithm has some of the flexibility inherent in the sampling
algorithm.

In addition to modifying templates, the algorithm has the advantage
of not being a sequential decision process and, thus, has the ability to
recover from mistakes as in the TLDPM algorithm.

One important shortcoming of the LB algorithm is its ability to
generate alternative candidates. The method by which multiple can-
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didates are generated is to record not only the best candidate to each
ending frame of each level, but to record the K best candidates and
then to allow substitutions in the traceback. This method is illustrated
in Fig. 6a for K = 2 candidates and for L = 2 levels. The solid paths
represent the best paths from the beginning of the level to that
particular ending point and the dashed paths represent the second
best path to that particular ending point (using a different reference
than the one used in the best path). We see that for K=2and L = 2
we may generate four different candidate strings and, in general, may
have K* different candidate strings. Such a situation may be repre-
sented by a tree with a branching factor of K and a depth of L as
shown in Fig. 6b for K = 3, L = 2. Generation of the possible candidate
strings is simply a tree-searching problem, and it is possible to reduce
the amount of traceback by pruning the tree. To prune the tree we
may take advantage of the fact that the kth best path at any node
in the tree represents a string whose distance is always larger than
the (& — 1)st best path to that node. The difficulty with such a scheme
is that, unlike the TLDPM algorithm, we are not guaranteed of finding
even the true second best path. Figure 7 illustrates this problem. Here
the best path is given by string AA and an alternative is given by string
CA. Another path, shown by string BA, must have a larger distance
than string AA, but may have a smaller distance than string CA.
However, the path BA will not be recorded because, at the second

REFERENCE PATTERN TIME SCALE

TEST PATTERN TIME SCALE

Fig. 7—Illustration of the failure of the LB algorithm to find all good candidate strings.
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Fig. 8—Illustration of the path differences between the LB algorithm and a single time
warp to the concatenated sequence of reference patterns.

level, only the best path using reference A is recorded. While it would
be possible to record this second best path, the computational problems
which would have to be overcome seem much too burdensome.

Another small theoretical difference between both the TLDPM and
the LB solutions, and the exact best solution for the sequence of
concatenated reference patterns that best matches the test pattern, is
illustrated in Fig. 8. Here we show a sequence of two reference patterns,
R: and R, and the best path for warping the super reference pattern
formed by concatenating R, and R: to T, as well as the LB path. Since
the LB path is constrained to end at the end of each reference pattern
(level), then a path point is constrained to occur at the end of each
reference pattern. This need not be the case for the optimum con-
catenation and, thus, a small difference can exist in the solutions. In
practice, this effect does not occur (unless 8z, = 8z, = 0) since the
8&,, 8r, parameters allow paths to skip frames of the reference patterns.

A final consideration involving the LB algorithm is the use of
syntactical constraints. Since all good candidates may not be generated
by the LB algorithm, it is important that syntactical constraints be
easily incorporated into its structure. Fortunately, this is possible and
has been described in detail by Myers and Levinson.”® The basic
principle is to build up the results by states of a finite-state automata,
rather than by levels, and to use transitions of the finite state automata
to guide the recognition process.

In Section III, we summarize the qualitative features of the different
connected-word recognition algorithms and also give a quantitative
evaluation of both their space and time complexities.
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lil. THEORETICAL COMPARISON OF THE CONNECTED-WORD
RECOGNITION ALGORITHMS

In Table I we summarize our qualitative evaluation of the different
connected-word recognition algorithms. Both the sampling and LB
algorithms have the ability to modify their reference patterns, although
in different ways. The sampling approach allows both the removal of
some frames from the reference pattern and the overlap of reference
patterns, while the LB approach simply allows the removal of some
frames from the reference patterns. Thus, we may conclude that the
LB and the sampling algorithms will be able to more easily match test
patterns which contain large amounts of coarticulation or length
shortening than the TLDPM algorithm.

We have shown that the sampling algorithm is a sequential decision
process, while both the TLDPM and the LB algorithms have some form
of backtracking. Thus, we expect better performance from the TLDPM
and the LB algorithms in those cases in which the sampling procedure
may get lost.

In addition to being able to avoid getting lost, the TLDPM algorithm
is the only algorithm that is capable of generating alternative candi-
dates which are exactly correct. Thus, this algorithm should perform
the best in cases in which many potential candidates are desirable.
Unfortunately, as the final entry shows, the TLDPM algorithm is not
well suited for syntactical analyses; therefore, it is more difficult to
implement constraints using this algorithm.*

Table |—Qualitative comparison of connected-word recognition

algorithms
Modifi-
cation of Sequen- Syntax
Refer- tial Deci- Multiple Con-
Algorithm ences sion Candidates straints
Two-level DP-matching No No Exact No
Sampling Yes Yes Heuristic Yes
Level building Yes No Heuristic Yes

3.1 Computational comparison

In comparing both the time and space complexity of the three
connected-word recognition algorithms, we shall assume that we are
given a test utterance of length M frames, a vocabulary containing V
words, a set of reference patterns with average length N (frames), with
maximum time alignment deviation of £R frames. For purpose of

* Note that it is possible to implement both syntactical constraints and reference
pattern modifications directly in the TLDPM algorithm without changing the fundamental
ideas contained in the algorithm. For purposes of our comparison, however, we have
considered the TLDPM algorithm only as it was originally described.
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comparison, our measure of time will be the number of times that a
frame of the test utterance is compared to a frame of any reference
pattern. For the TLDPM algorithm, the number of comparisons is given
by

NCripem = VMN(2R + 1), (3)

since there is an isolated word time-warp of size N- (2R + 1) for all V
possible words, and for each of the M test frames.
For the sampling algorithm, the number of comparisons is given by

NC,=V.L-N.(2e+ 1)-7, (4)

where L is the actual number of words in the test utterance, € is the
range for the local minimum DTW algorithm, and ¥ is the average
number of candidate strings which are retained. (Rabiner and Schmidt
found that ¥ was, on average, between 1 and 2)."" Data in this figure
result from one local minimum time-warp of size N -(2€ + 1) for each
possible reference, for each word of the test pattern and for each
candidate string.

For the LB algorithm, in which the slope of the warping function is
restricted to be between % and 2 (as shown in Fig. 4), the number of
comparisons is given by

NCrg = V-Lyax-M-N/3, (5)

because the size of parallelogram in Fig. 4 is about M - N - Lmax/3, and
because all V references must be used at each level.

Finally, by incorporating the range reduction techniques described
by Myers and Rabiner,'? the number of comparisons required for the
reduced LB technique becomes

NCipr = V-Lyax-N-(2¢ + 1), (6)

since the reduced LB technique uses only a single local minimum time
warp per level.

Table IIa summarizes the computational aspects of these connected-
word pTw algorithms. The row-labelled number of basic time warps
refers to the number of times that a basic bTw algorithm is applied.
The size of the time warp is the average size of these basic time warps,
and the total is the number of comparisons given in eqs. (3) to (6).

Table IIb gives a numerical comparison of the computation required
by the various connected-word recognition algorithms for the case of

Lmax =5, V=10, M = 120, N = 35,
§=8e=12,R=12,y=151L = 4.
Note that the total computation required by the TLDPM algorithm is
15 times that of the LB algorithm and 30 times that of either the
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reduced LB or the sampling algorithm. The efficiency of the LB algo-
rithm derives partly from the fact that optimal paths to a range of
ending frames for a range of starting frames are found simultaneously.

3.2 Storage comparison

In comparing the storage required by the various connected-word
recognition algorithms, we refer only to that storage which varies
among the different algorithms. Hence, storage for reference patterns,
and storage needed by all basic DTW algorithms is not considered here.
The storage for the TLDPM algorithm is given by

Stioem = 2-M-(2R + 1)-K. (N

Storage is required for the matrices of the K best distances and their
associated words, for each of the M. (2R + 1) pairs of beginning and
ending frames.

The storage for the sampling algorithm is so small (less than 100) as
to be negligible. The storage for the LB algorithm is given by

Sip=3-M-Lmax-K (8)

since, at the end of each level, it is necessary to store a distance, an
associated word, and a pointer to the previous level for each of the K
possible candidates. (Clearly, the factor M in eq. (8) can be substan-
tially reduced if storage of distances, words, and back pointers is used
only for finite distance ending frames.)

The storage requirements for the four algorithms are summarized in
the last row of Table ITa, and a numerical example (K = 2) is given in
Table IIb. Note that both the LB and the TLDPM algorithm require a
significant amount of storage, but that the storage required by the LB
algorithm is only a third of that required by the TLDPM algorithm.

We have seen that both the LB and the sampling algorithm are
computationally simpler than the TLDPM, but that the TLDPM algo-
rithm has the potential to generate better candidates for a given
connected-word recognition task. Thus, certain trade-offs exist and
some important questions must now be considered. Among them are
the following:

(i) Is the ability to modify the reference patterns a useful feature
for a connected-word recognition algorithm?

(if) Is the ability to backtrack a useful feature, or is a sequential
decision process sufficient?

(iif) Are the additional computational costs of the TLDPM worth the
increased number of good candidate strings?

In Section IV we give the results of several experimental studies
designed to answer these questions.
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IV. EXPERIMENTAL COMPARISONS OF CONNECTED-WORD
RECOGNITION ALGORITHMS

To answer the questions at the end of Section III, each of the three
connected-word recognition algorithms was simulated and tested on a
common data base of 480 connected digit strings. The data base
consisted of 80 strings of variable length (from two to three connected
digits) spoken by each of six speakers (three male, three female). The
strings were carefully articulated, and spoken in a slow, deliberate
manner. Care was taken to guarantee an equal number of occurrences
of all length strings, (from two to five digits), and an equal number of
occurrences of all digits within the strings. This data base was used
previously to evaluate the sampling method and the LB approach.'"

Since results had been obtained previously on the sampling and LB
algorithms, the TLDPM algorithm was all that had to be simulated and
tested. For consistency, the LPc feature set used in the sampling and
LB systems was used in the TLDPM system as the basic analysis features.
The only variable parameter in the basic two-level DP warp method is
the time adjustment parameter R. Sakoe indicated that a value of R
= 0.4 N would be appropriate where N is the average reference length.'®
Since N = 40, this indicated that a value of R = 16 was required. The
first experiment varied R from 8 to 99 to see its effect on recognition
accuracy for a speaker-trained system. The results of this experiment
(1.e., string error rate versus R) are given in Fig. 9. The results shown
indicate that the larger the value of R, the lower the error rate, and
that a flattening on the error curve occurs for values of B = 20.

50
TLDPM

40 8g, =0 8a,=0
€=99 Jgyp=0
TMIN =98  Tmax =9.9

20

ERROR RATE IN PERCENT

ADJUSTMENT WINDOW LENGTH (R)

Fig. 9—String error rate as a function of the time shift parameter R of the TLDPM
method for connecting digit strings.

1404 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1981



PERCENTAGE CORRECT

85 | 1 | 1 | | | | |
1 2 3 4 5 6 7 B 9 10 1

CANDIDATE POSITION

(b)

Fig. 10—Percentage correct strings as a function of candidate position for the TLDPM
method and the LB method for (a) no reference modification and for (b) reference
modification.

The next experiment made a direct comparison between the TLDPM
method and the LB algorithm by setting the flexible LB parameters to
values appropriate for the full range (e = 99, My = 99.9, dgnp = 0,
Tuin = 9.9, Tvax = 9.9, Tvin and Tmax specify distance thresholds
used to reduce computation), and for no reduction in template lengths
8r, = 8r, = 0)."" The K = 2 best candidates were recorded at each level
and the 10 best strings (of any length) were found from the LB output.
Similarly, for the two-level DP warp, the 10 best strings were found
directly. Figure 10a shows the percentage of strings correct as a
function of candidate position in the list for both the TLDPM method
(solid curve) and the LB method (dashed curve). Again, a speaker-
trained system was used. The results show the same string error rate
(11.5 percent) on the top candidate for both methods as anticipated
from the earlier discussion. However, the results also show a 1 to 2
percent higher string accuracy for the TLDPM method for candidate
positions 2 to 10, indicating the potential improvements obtained by
keeping distances for all posible beginning and ending frames.
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Since the overall performance of the LB method was significantly
better, using the best values of the LB parameters, rather than those
shown in Fig. 10a, another experiment was run to compare recognition
accuracy versus candidate position for both methods at the speaker-
trained operating point (R = 99, € = 99, M7 = 1.4, 8gnp = 4, Tmin = 3.0,
Tmax = 0.7, 8r, = 4, 8r, = 6). It should be noted that in this case, the
TLDPM algorithm was modified from its original specifications (to a
form similar to the UE2-1 algorithm'’) to incorporate the parameters
of the LB algorithm. These results are plotted in Fig. 10b. For the best
candidate, the string error rates were 4.6 percent for the TLDPM
method, and 4.8 percent for the LB method. For candidate positions 2-
10, the TL.DPM method has from 1 to 1.7 percent higher accuracy than
the LB method. These results again indicate the small, but consistent
improvement obtained by the TLDPM method, at least for alternative
best string candidates. Whether or not this improved accuracy on
higher candidate positions can be used depends strongly on the task,
and the types of errors that occurred. Clearly, errors in string length
can often be simply corrected, whereas errors of the same string length
are generally difficult to detect and correct.

A summary of the resulting string error rates on the top recognition
candidate for all three connected-word recognizers is given in Table
III. For the sampling and LB methods, results are also given for
performance in a speaker-independent mode (using 12 isolated
speaker-independent templates per digit). No results are given for the
TLDPM system as a speaker-independent recognizer because of the
inordinate amount of running time (about 4 to 5 hours/string) required
to evaluate its performance.

4.1 Performance of the LB method for other applications

The LB method of connected-word recognition was also applied to
the problem of recognizing names from a given directory from spoken,
spelled input. Since the vocabulary here is letters of the alphabet, and
because of the high degree of confusability among several of the letters
(e.g., B, D, P, V, etc.), a somewhat different structure was used for
recognizing the names.’ First, a name class is found, and then all names
(if any) within the name class are tested and a name score is stored.

Table Ill—String error rates on connected digits
Word Recognition Method

TLDPM  TLDPM . LB
(original)  (modified) S2™PHNE  (educed)

Speaker-trained 11.5% 46% 6.7% 4.8%
Speaker-independent - - 9.0% 4.6%
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Table IV—Percentage names correct using the

LB method
Talking Speed
Deliberate Normal
Speaker-trained 99% 90.5%
Speaker-independent 96% 87.5%

The name with the smallest name score is chosen as the recognized
name.

To evaluate the performance of this system, four speakers (two
male, two female) spoke 50 randomly selected names each as a con-
nected sequence of letters of the last name, followed by a pause,
followed by the initials. Each speaker spoke the name list two times.
The first time, they spoke the names in a deliberate, carefully articu-
lated manner, the second time, in a normal manner. The overall name
accuracy achieved using the LB system is given in Table IV for both a
speaker-trained and a speaker-independent implementation. Name
accuracies of 96 to 99 percent were obtained for the deliberately spoken
names, and of 87.5 to 90.5 percent for normally spoken names.

In addition to directory assistance, the LB algorithm has also been
applied to the problem of sentence recognition for an airlines reserva-
tion system.'® In this experiment, four speakers (two male and two
female) spoke 50 sentences each. These sentences were formed from a
127-word vocabulary using a regular grammar. The grammar consisted
of 144 states and 450 transitions. The sentences were spoken in a
normal manner. Recognition was performed in a speaker-dependent
manner. Sentence accuracies of 89 percent and word accuracies of 94
percent were obtained. These experiments on directory assistance and
sentence recognition demonstrate that the LB algorithm has wide-
spread applicability.

V. DISCUSSION AND SUMMARY

The answers to two of the three questions at the end of Section III
are clear. The gain in accuracy obtained by modifying the reference
pattern is quite large for the connected-digit sequences (e.g., the string
error rate falls from 11.5 percent to 4.6 percent for the TLDPM method).
Similar improvements have previously been noted for the LB algo-
rithm." Thus, it is clear that the modified reference patterns lead to
improved overall performance. However, the results on recognizing
spelled names (see Table IV) indicate clearly that as the rate of talking
goes up, the performance of the system becomes dramatically worse.
At this point, the basic model assumptions begin to fall apart and no
simple modification of the reference patterns is adequate.
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The answer to the second question concerning the value of a back-
tracking versus a sequential approach can be obtained from Table III.
By comparing performance of the sampling approach (with sequential
decisions) to the LB or TLDPM results (with backtracking), we see a
loss in string accuracy of 2 to 4.4 percent using the sequential approach.
Since there is essentially no computational gain which accompanies
this loss in accuracy, it seems clear that a backtracking approach is
superior to a sequential decision method.

The final question in section IV—whether the improved accuracy in
higher candidate positions of the TLDPM method justifies the greatly
increased computational load—is hard to answer. Since the recognition
accuracy on the best string is the same, and since a cost factor in
computation of about 40-to-1 is incurred, it would appear that the
increased accuracy is not sufficient to justify the increased computa-
tion. However, there may exist tasks with constrained syntax such that

the improved accuracy does justify the costs.

The overall conclusion is that both the LB and TLDPM methods
provide high accuracy in recognizing strings of connected words. More-
over, since the computation of the LB method is considerably less than
the computation of the TLDPM, this method is to be preferred for most
applications.
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