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The general framework of short-time Fourier analysis, modifica-
tion, and synthesis is used to describe in a unified way several known
techniques for frequency scaling of speech signals. Subsequently, a
frequency domain harmonic scaling technique is studied in detail
with emphasis on improving its performance and its implementation
efficiency. This technigue is particularly attractive for 2:1 scaling by
use of a sign tracking algorithm which avoids the need for explicit
phase computation and unwrapping. The implementation efficiency
is achieved by using the fast Fourier transform algorithm, embedded
decimation and interpolation, and an extended version of a recently
developed weighted overlap-add synthesis scheme. The improvement
in quality is achieved by improved sign tracking and elaborate design
and selection of the analysis and synthesis prototype filters (data
windows). Results of computer simulations, for a variety of adverse
acoustical environment conditions, indicate that the system is highly
robust but its quality for clean speech is lower than with a time
domain harmonic scaling technique which uses pitch information. In
applications which do not permit pitch transmission, a hybrid scheme
which combines the two techniques is found to yield a better quality
than either system alone.

I. INTRODUCTION

Frequency scaling of speech signals is a useful method for reducing
the bandwidth requirements in analog and digital speech transmission
systems.”® In analog systems the frequency compressed signal is
transmitted at reduced bandwidth. In digital systems the frequency
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compressed signal is waveform coded to provide reduced bit-rate
transmission.*”’ A general block diagram of such a digital system is
shown in Fig. 1. In this figure, the schematic spectral representation of
the input speech signal is shown to consist of a spectral envelope with
pronounced resonances (formant peaks) and of a fine structure because
of pitch harmonics in voiced speech. The spectral envelope of the
compressed signal is a scaled version of the input spectral envelope.
However, different frequency scaling techniques may result in different
fine structures.

Since we do not refer at this point to any specific technique, Fig. 1
does not show the fine structure of the compressed signal. This suggests
that frequency scaling techniques can be classified according to the
way the fine spectral structure is scaled. In particular, one can distin-
guish between narrow-band techniques, such as the phase vocoder?
and time-domain harmonic scaling (TpHs)* techniques, which aim at
separating and scaling the individual pitch harmonics, and wide-band
techniques, such as the analytic signal rooting (AsR) technique’ and
the more recent constant € transform (cQT) method,*® which aim at
directly scaling the spectral envelope. The much earlier Vobanc and
CODIMEX systems also fall into the latter category.'*"

Another way of classification is to distinguish between time- and
frequency-domain techniques. To provide useful quality, time-domain
techniques require pitch tracking, as done in the TDHS technique.’
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Fig. 1—General block diagram of a digital coding system which applies frequency
scaling for bit rate reduction.
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Once the pitch is known, the time-domain operations are simple and
result in good quality scaled and reconstructed speech.”” Frequency-
domain techniques are typically much more complex but do not require
explicit pitch tracking. However, they usually have a lower quality
because of errors made in resolving phase ambiguity and from the
need, in general, to scale both the phase and amplitude signals, as will
be elaborated later on. For applications in which pitch tracking is not
desired or not possible, because of adverse acoustical environment
conditions, the use of an efficient frequency domain technique is of
much interest.

In this work we present an efficient implementation of a frequency-
domain harmonic scaling (FDHS) technique which is based on an
improved version of the technique presented in Ref. 12. Frequency-
domain harmonic scaling is a narrow-band technique which aims at
scaling the individual pitch harmonics. It is particularly attractive for
2:1 scaling, since in this case a sign tracking algorithm avoids the need
for explicit phase computation and unwrapping (that is, eliminating 2=
phase ambiguities), which in general is a difficult and error-prone
task.'® The efficient implementation is based on the recently developed
weighted overlap-add method for short-time Fourier analysis/synthe-
sis, which allows block processing using the fast Fourier transform
(FFT) algorithm.™ It is extended here to include analysis and synthesis
windows which are both longer than the FFT block, or the transform
size.

The general framework of the short-time Fourier transform (STFT)
as developed in several recent works''® also provides a unified de-
scription of other known frequency scaling techniques, and helps to
relate them to the FpHs technique. This unified description is given in
the following section, and is followed by a detailed description of the
FDHS technique. Section IV gives the details of the implementation
scheme and Section V discusses design considerations and simulation
results. Section VI presents a hybrid technique which combines TDHS
and FpHs. This combination is designed for applications in which it is
feasible to extract the pitch at the transmitter but for which the
transmission of pitch data is either impossible or is to be avoided.

Il. A UNIFIED DESCRIPTION OF FREQUENCY SCALING TECHNIQUES

A general scheme for frequency scaling is presented in this section.
It is based on viewing the frequency scaling operation as a modification
of the short-time spectrum of the speech signal. This scheme is then
used to describe in a unified way several known frequency scaling
techniques. Our attention in describing the different techniques will
be mainly focused on the nature of the spectral modifications used by
each technique, and not necessarily on the way they are implemented.
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The relation between the short-time Fourier transform (sTFT) and
a filter-bank analysis is well established.>'* For the convenience of this
presentation, the filter bank which is used to divide the two-sided
speech spectrum into sub-bands is assumed to consist of N complex
bandpass filters. The center frequency of the kth filter is denoted by
wr and its complex (or analytic) output signal by zx(¢). It is also
assumed that each bandpass filter has a real low-pass filter prototype,
which means that the complex impulse response Ax(£), of the kth filter,
is given by
hi(t) = wi(t)exp(jwst), (1)

where w(t) is the impulse response of the low-pass prototype of Ax(¢).
Note that in general the prototype filters need not be identical, but we
assume that the bandpass filters are contiguous and are arranged
symmetrically about w = 0, so that the filter centered at w = —w; has
the same prototype filter as the one centered at w = w;. This way the
summation of the outputs from a pair of corresponding (conjugate)
complex filters results in a real signal.

The output signal from the k.th complex filter has the general form

zi(t) = Ax(t)exp[ jOr(2)], (2)

where A,(t) is the amplitude, or envelope, function and 8x(¢) is the
phase function. The phase function can be written as a sum of two
components

Or(t) = wat + Pal?), (3)

where the meaning of ¢.(£) is elaborated below. By substituting eq. (3)
into eq. (2), we see that z,(¢) can be interpreted as being the result of
the simultaneous modulation of the amplitude and phase of the com-
plex carrier signal exp(jw:t) by the amplitude and phase signals A(¢)
and ¢x(t), respectively. The instantaneous frequency of 2x(£) is given
by the phase derivative Ox(t) = wi + Px(t), so that ¢ x(¢) is seen to be
the deviation of the instantaneous frequency from the center frequency
we. Frequency scaling of z;(t) by a factor g (g < 1 for compression and
q > 1 for expansion), is achieved if the center frequency w; is scaled or
shifted to gqw and the bandwidth of z,(t), about w;, is also scaled by q.
It is well known that the bandwidth of a signal which is characterized
by simultaneous amplitude and phase modulation of a carrier signal is
a function of both modulating signals.'” Hence, just scaling the instan-
taneous frequency deviation ¢x(f) by a factor ¢ does not result, in
general, in the exact scaling of the bandwidth of zx(z) by q. The lack
of adequate analytical models which describe the time variations of
the amplitude and phase modulating signals—for an input speech
signal—has resulted in a variety of frequency scaling techniques which
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use different analysis filter banks and different modifications of the
modulating signals. In the following, the modifications applied to the
modulation signals by different frequency scaling techniques are used
to analyze and compare the different techniques. We first, however,
show that the modification of A.(¢) and ¢x(¢) corresponds to the
modification of the short-time spectrum of the speech signal.

Since zx(t) is the output signal from a bandpass filter having an
impulse response hx(t) it can be expressed as the convolution between
the input speech signal x(¢) and hx(¢). From eq. (1) this results in

2x(t) = X(wp, t)exp(jwit), 4)

where

X(ws, t) = j x(T)we(t — T)exp(—jwrr)drT. (5)

Comparing eq. (4) with eq. (2) and using eq. (3), we have
X(ws, t) = Ar(t)expljoa(t)]. (6)

This shows that the amplitude and phase modulations of the carrier
exp(jwst) are fully described by the composite modulation function
X (ws, t). Additional understanding of these modulation functions can
be gained from the studies in Refs. 18 and 19. The expression for X (cor,
t) in eq. (5) shows that X(ws, ¢) is equal to the value of the sTFT of x(t)
at the frequency w = ws, if wi(t) is the window function used to weight
the input signal.>'® It should be emphasized again that in the present
discussion the different bandpass filters covering the speech band
have, in general, different prototype filters. Hence, for each bandpass
filter one can define an STFT which, if evaluated at the center frequency
of that filter, gives the corresponding composite modulation function.
If all bandpass filters have identical prototype low-pass filters, only a
single sTFT is needed to find the value of X(ws, t) for each k&, by
evaluating the STFT at each center frequency. With this understanding,
we will refer to X(wx, ) as the STFT of x(t) at w = ws, even for the
general case of nonidentical prototype filters.

Denoting the frequency scaled version of zx(f) by 2q(¢) and the
corresponding modified STFT by X,(ws, £), we have

2gr(t) = Xg(we, t)exp(jqwst). (7

The magnitude and phase components of X,(ws, t) are accordingly
denoted by Ag(t) and ¢g(f), respectively. As noted above, the modi-
fication of X (ws, £) needed for exact frequency scaling of speech signals
is not known, and the bandwidth of the individual sub-band signals is
usually only partially scaled by any given technique. Hence, to avoid
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excessive interband aliasing when the partially scaled sub-band signals
are combined, additional filtering of z4:(f) may be needed. The filtering
of z,(t) can be performed either by bandpass filters having a band-
width which is g-times the bandwidth of the analysis filters, or equiv-
alently by low-pass filtering the modified STFT by the corresponding
low-pass prototype filters. Figure 2 shows a general block diagram for
frequency scaling which is based on modifying the STFT of the input
signal as discussed above. The impulse response of the synthesis low-
pass filters which are used to band-limit the output signals in each
channel are denoted by wg(t). These scaled-bandwidth synthesis
filters can generally be obtained from w.(f) by the relation wg.(f) =
wr(gt). In the diagram of Fig. 2, only the details of the kth channel are
given since all the other channels are similar (see solid line). The
filtered modified STFT is denoted in Fig. 2 by X,(ws, ). The output
scaled speech signal ¥,(t) is given by

Fq(t) = ); Z.a(t) = zkij(m,,, t)exp(jgwst), (8)

where, as seen in Fig. 2, Z,(¢) is the kth-channel scaled and filtered
bandpass signal. The summation in eq. (8) is over the N sub-bands.

It is clear from the above discussion, and from the block diagram in
Fig. 2, that the choice of the filter bank and the sTFT modification are
the key issues for any given technique. While the block diagram in
Fig. 2 provides a basis for comparing different techniques, the actual
implementations can differ, either because of historical reasons or the
availability of more efficient or convenient ways for implementation.

We turn now to the description of several known frequency scaling
techniques in terms of the sTFT modification used by each technique.
This will exemplify the above discussion and will provide a proper
perspective for discussing the FDHS technique and its properties and
implementation.
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Fig. 2—General block diagram of a frequency-scaling system based on short-time
spectral modification (kth channel shown in solid line).
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2.1 Analytic signal rooting

In the analytic signal rooting technique’ the number of bandpass
filters is chosen to match the formant structure of speech signals so
that, preferably, no more than one formant is present in each sub-
band. The approach taken in Ref. 3, as well as in the earlier CODIMEX
system,’ is to obtain z.(¢) by raising the analytic signal zx(t) to the
power of ¢. If g < 1, this corresponds to taking the 1/q root of 2(t)
which is the origin for the name of this technique. Using the relations
in egs. (4) and (7), we find that the sTFT modification performed by
this technique is

Xq(wn, t) = [X(ws, 1)]°. &)

In terms of the modulating amplitude and phase signals, this modifi-
cation corresponds to

Ag(t) = [Ax(D)]Y, (10a)
and
Bar(t) = qor(t). (10b)

To understand the effect of this modification, we note that since
each sub-band is to contain no more than one formant, it can be
expected that most often one-pitch harmonic, the one closest to the
peak of the formant, is dominant to the other harmonics in that sub-
band. From the analysis in Refs. 20 and 21 one can conclude that the
phase-scaling operation in eq. (10b) scales the instantaneous frequency
of the dominant harmonic in each band by g, but the other lower
amplitude harmonics are shifted in such a way that their spacing from
the dominant harmonic remains unchanged. The result of this trans-
lation is that the fine structure spectral components are not necessarily
harmonic, although their spacing is equal to the pitch frequency. The
scaling of the amplitude signals in the way given by eq. (10a) can be
shown to scale the magnitude of the nondominant components (har-
monics) relative to the amplitude of the dominant component. It also
affects the intermodulation terms generated by the phase scaling. For
g < 1, the effect is to reduce the magnitude of the nondominant
components relative to the dominant one and hence, effectively, to
reduce the bandwidth of the frequency-scaled formants. To avoid
excessive interband aliasing, it is particularly important in this tech-
nique to use the band-limiting low-pass filters wa(t) following the
modification.

For more effective scaling of the amplitude signals, and with respect
to the cQT which uses constant-@ bandpass filters, consider the ap-
proach by Ravindra.® He suggests that the A(t) be spectrally analyzed
for each k by an additional bank of filters and that the bandwidth be
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scaled by scaling the phase in each sub-band—this can be repeated in
a tree-like structure.’ The implementation complexity of this approach,
however, appears to be exorbitant.

2.2 Phase vocoder

The phase vocoder, as its name indicates, can be used directly as a
vocoder system in which the phase derivative and magnitude of the
input signal STFT are coded and transmitted."**** The phase vocoder
technique can also be applied for frequency scaling and this aspect is
considered here.’

In the phase vocoder, the number of bandpass filters is chosen to
match the harmonic structure of voiced speech.? This means that a
relatively large number of filters is used so that, preferably, no more
than one-pitch harmonic is present in each sub-band. The fact that
individual harmonics are separately scaled, allows us to infer the
characteristics of the modulation signals in each band from known
speech properties. In particular, since pitch and vocal tract variations
are relatively slow, the bandwidth of each pitch harmonic is quite
narrow, as shown by the “pitch teeth” in the input spectrum shown in
Fig. 1. In view of this fact, one would expect that even if the pitch
harmonics are only shifted to the proper frequencies, without scaling
the bandwidth of each pitch tooth, acceptable compression can be
achieved (i.e. only a small interharmonic aliasing is expected), provided
that the compression ratio is limited to 2 or at most 3. Indeed, this
finds support in the results obtained with the TpHS technique which
we discuss later.*® However, to shift the pitch harmonics to the proper
locations requires knowledge of the pitch frequency or, equivalently,
the deviation of each pitch harmonic from the center frequency of the
sub-band in which it is located.

Let & be the pitch-harmonic frequency in the kth sub-band, with
center frequency wg, and A2, the deviation of the pitch harmonic from
the center frequency; i.e., AQ; = @, — ws. Then, the phase derivative
éx(t) can be expressed as

or(t) = A + Wiul2), (11)

where ¥,(t) describes the contribution of the phase variations to the
bandwidth of the pitch harmonic in the kth sub-band. In the phase
vocoder technique, the phase derivative ¢(¢) is scaled by g, so that in
addition to shifting each pitch tooth to its proper location, a partial
scaling of its bandwidth is obtained since ¥ .(¢) is scaled as well. The
amplitude modulation signals are not modified in this technique.
However, since individual harmonics are analyzed, the amplitude
signal in each band varies slowly [see (a) of Fig. 5 in Ref. 19], and its
contribution to the pitch-tooth bandwidth is expected to be small.
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Accordingly, the modified amplitude and phase signals are given by

Ag(t) = Ax(D), (12a)
and
t
bar(t) = J qéw(r)dr. (12b)
&

It is observed from eq. (12b) that the constant phase term ¢u(f) is
discarded [note: ¢x(t) = [, éx(1)dt + ¢x(to)]. This can have an effect
on the shape of the scaled signal waveform, but because of the relative
insensitivity of the ear to a fixed phase distortion, it was not judged to
be perceptually significant.’

Since in this technique individual pitch harmonics are scaled and
the interband aliasing is expected to be small, use of the output
synthesis filters, denoted by wq(f) in Fig. 2, is less compelling than for
the Asr technique, but it can still be useful.

It should be noted that the phase vocoder technique can perform
time-scale variations of speech signals simply by playing back the
signal which has been frequency-scaled by a factor g at (1/g)-times
the original speed. This restores the original frequency range but scales
the signal’s time duration by g. This useful property is not shared by
the asr technique because of the way the pitch harmonics are shifted
and because of the nonlinear scaling of the amplitude signals. On the
other hand, the Asr technique can be useful for restoring speech
distorted by a helium atmosphere, where scaling of the formants
without changing the perceived pitch of the signal is desired."?

We turn now to the more recently developed time-domain harmonic
scaling (TDHS) technique.* Although this technique is most efficiently
implemented in the time domain, it was formulated and derived within
the sTFT framework.

2.3 Time-domain harmonic scaling

As noted in the discussion on the phase vocoder technique, com-
pression factors of up to 3 can possibly be obtained even if the
bandwidth of each pitch harmonic is not scaled, provided that the
pitch harmonics are shifted to the correct frequency locations. In the
phase vocoder this necessitates scaling the phase derivative of the
STFT so that AS%, the frequency deviation of the pitch harmonic in the
kth sub-band from the center frequency ws, is scaled by g. The
approach taken by the TDHs technique is to incorporate pitch infor-
mation which is obtained by a separate pitch detector, into the scaling
process. If the pitch frequency is known, the bandwidth of each
bandpass filter can be made equal to the pitch frequency and the
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center frequency of each bandpass filter can be aligned with the
corresponding pitch harmonic, so that Af2; = 0 for all the bandpass
filters which cover the speech band. Here, in principle, the number of
bandpass filters also varies with the pitch frequency and is equal to
the number' of pitch harmonics in the given speech band. Hence, if
only shifting of the pitch harmonics is desired, as schematically shown
in Fig. 3 (for ¢ = 1/2 and g = 2), without scaling the pitch-teeth
bandwidth, there is no need to modify the modulating amplitude and
phase signals (i.e. the sTFT), but only to scale the carrier, or center,
frequencies. Thus,

XQ(wa t) = X(wks t)’ (13)
with the understanding that w: is chosen to coincide with the pitch
harmonic 2; in the kth sub-band. Using eq. (13) in eq. (8), and
assuming that no synthesis filters are used, the output-scaled signal

¥q(t) is given by

Yqolt) = ;X (ws, t)exp(jquwst).

(14)
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Equation (14) can be used to derive an explicit linear relation between
y,(t) and x(¢) by substituting the right-hand side of eq. (5) for X (ws, £)
in eq. (14). Discretization of this relation yields the TDHS algo-
rithms,*® which were successfully applied in conjunction with several
waveform coding systems for an effective reduction in the required
transmission bit-rate of speech signals.”” Like the phase vocoder, the
TDHS technique can also be used for time scaling of speech signals by
playing back the signal at a different speed or, equivalently, at a
different sampling rate.

Before we conclude this section, we would also like to mention two
additional time- or frequency-scaling systems. One is the scaling sys-
tem devised in Ref. 24 to which we will refer in a later section; the
other is the recent cQT method to which we already referred in Section
2.1.5% In the cQT method a constant @ analysis filter bank is used (i.e.,
the w(t)’s in Fig. 2 are not identical) which resembles the type of
spectral analysis performed by the ear. Originally the modification
consisted of scaling only the unwrapped phase in each band.® However,
since some bands may contain more than one-pitch harmonic, the
amplitude signals may vary significantly and need to be scaled as well.
[See (a) of Fig. 7 in Ref. 19.] As mentioned earlier, the approach
proposed in Ref. 9 is to analyze the amplitude signal in each band with
another bank of filters and to scale the phase signals.

Ill. FREQUENCY-DOMAIN HARMONIC SCALING TECHNIQUE

The basic FDHS technique is given in Ref. 12. In this section, we
relate this technique to the techniques described in the previous
section and give its details, including modifications which we introduce
in the original sign tracking algorithm."

As in the phase vocoder, the FDHS technique aims at scaling the
individual pitch harmonics of voiced speech signals. However, in FDHS,
the total phase is scaled (including the constant phase term) which is
discarded in the phase vocoder technique. Also, as in other narrow-
band techniques the amplitude signals remain unmeodified.

Therefore, the modified STFT amplitude and phase components are
given by

Aglt) = Ax(t), (15a)
and
dar(t) = qir(t). (15b)

This type of modification has been the underlying modification of
several early techniques which are described and analyzed in Ref. 21.
The more recent techniques reported in Refs. 24 and 25 are also based
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on this modification, if only frequency compression or expansion is
considered. However, the way the FDHS technique performs the phase
modification is specific to this technique as is elaborated in the
following.

For noninteger values of g, the phase modification in eq. (15b) must
be performed on the unwrapped phase. Otherwise, phase ambiguity of
a multiple of 27, which results from computing the principal value of
the phase, may give rise to an incorrect modified phase value. In the
phase vocoder technique, the difficult task of explicit phase unwrap-
ping is avoided by directly computing the phase derivative from the
real and imaginary components of the STFT and their time derivatives.’
In the AsR technique, the scaling factors are restricted to g = 1/2 for
compression and g = 2 for expansion.’ The explicit phase division by
2 for ¢ = 1/2 is then avoided by expressing the scaled signal in each
band in terms of the input signal and its envelope (amplitude function),
with a sign which is determined by means of a simple sign tracking
algorithm.?

Since compression and expansion by a factor of 2 is of most practical
interest (speech quality at higher scaling factors degrades rapidly), the
approach of using 2:1 scaling and avoiding explicit phase computation
and unwrapping, by means of a proper sign tracking algorithm, is
adopted also by the FpHs technique presented in Ref. 12. We now
present the details of the FDHS technique and the modifications intro-
duced in the original sign tracking algorithm.

Let ax(t) and bx(f) be the real and imaginary parts, respectively, of
the input signal STFT, X (ws, t), and ax(t), bge(t) the corresponding real
and imaginary parts of the modified sTFT X,{(ws, ). From egs. (6) and
(15) we find,

ax(t) = Ax(t)cosdr(t); aqu(t) = Ar(t)cos[gen(t)]. (16a)
ba(t) = Ax(t)singe(t); bgr(t) = Ax(t)sin[ge(t)]. (16b)
By restricting g to be 1/2 or 2 and using basic tﬁgonometric relations,
the following algorithms were derived in Ref. 12.
3.1 Compression (q = 1/2)
Using half-angle trigonometric relations, one finds from eq. (16)
ax/2(t) = SGN[an2(8) 1{[Ax(£)/2][Ax(t) + ax(t)]}? (17a)
br/2(t) = SGN[be/2(t) [{[Ax(t)/2][A(t) — ax(®)]}'?,  (17b)

where the signs [SGN(:)] are determined according to the quadrant in
which the complex vector (or phasor) [ax/2(t) + jbr2(t)] is present at
any given time instant £. Once initialized, a consistent sign, or quadrant,
tracking algorithm is given by the following rules or logic.'?
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SGN[bw(t + At)] = { SGN%b:;:EtH, ot:herwis:aS e (18b)

where A and B are logical variables such that
A is true if ax(t + Af) <O,
B is true if SGN[be(t + At)] = — SGN[bk(2)].

The validity of these rules is demonstrated in the phasor diagram
shown in Fig. 4. In this figure, the solid-line vectors represent the input
STFT at times ¢ and ¢t + At, with a corresponding phase change of
A¢r = AQUAE, where AL, is the deviation of the harmonic from the
center frequency wx. The dashed-line vectors represent the modified
STFT and rotate at half the angular velocity. In (a) of Fig. 4 we illustrate
a situation in which the input vector crosses the real axis; that is,
condition B is “true.” Since the real part of the input vector is negative
(i.e. condition A is also “true”), the rule in eq. (18a) states that the real
part of the modified sTFT changes its sign during the time interval A¢,
as is indeed the case—the dashed-line vector crosses the imaginary
axis. In the same way, (b) of Fig. 4 illustrates a situation in which the
imaginary part of the modified STFT changes its sign in agreement with
the rule in eq. (18b). Similar diagrams can show that the rules are valid
even if the direction of rotation of the phasors shown in Fig. 4 is
reversed.*

* The direction of rotation depends on the location of the pitch harmonic with respect
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Originally, it was proposed to initialize the sign tracking algorithm
described above by assigning positive values to the signs of a.,» and
by in all bands,™ or for that matter, any arbitrary assignment will do
as well. However, further analysis shows that such an initialization can
result in shifting some pitch harmonics to incorrect frequencies and
thereby breaking up the harmonic structure. This situation results
when the signs of a2 and by, in a given band happen to be initialized
such that the sign of one is correct and the sign of the other-is re-
versed. The sign tracking algorithm in eq. (18) will then cause the
scaled signal vector (phasor) to reverse its direction of rotation. This
can be verified with the help of a phasor diagram such as in Fig. 4. For
simplicity, let the input signal be of the form Aexp(jQt), such that
Qo = wr + AL, where w; is the center frequency of kth band, and AQ2
< Aw (the bandwidth of that band). Then, the inversion of rotation
direction discussed above will result in a scaled signal of the form
Aexp| j(we/2 — AR/2)t] = Aexp[j(2/2 — AQ)¢] instead of the desired
signal Aexp[j(w:/2 + AQ/2)t] = Aexp[j(§k/2)t]. The situation can be
even worse when two adjacent filters share a single harmonic;* that is,
the harmonic lies in the transition bands of the two filters as schemat-
ically shown in (a) of Fig. 5. In this case, the following conditions may
arise: () The sign initialization in both bands is correct so that the
components from the two bands sum up to

Asexp[f(w1/2)t]exp[j(AQ:/2)t] + Azexp[j(w2/2)t]exp[—j(AL:/2)E]
= (A + Az)exp[j$h/2)¢],

where w; and w; are assumed to be the center frequencies of the two
bandpass filters under consideration, AQ; and Af; are the deviations of
the given harmonic, of frequency o, from w; and w;, respectively, and
A; and A; are the corresponding signal amplitudes in each band. For
a uniform filter-bank design, A, + A2 = A, where A is the input signal
amplitude. This is the desired result as depicted in (b) of Fig. 5. (if)
The sign initialization in one band, say the second one, is incorrect but
such that only one of the signs of @ or by, is reversed. As discussed
earlier, if we use phasor description, this will reverse the direction of
rotation of the scaled component in that band and will result in

Asexp[j(wi/2)t]exp[j(AR:1/2)t] + Azexp[j(w:/2)t]exp| j(AR:/2)t]
= Aexp[j($20/2)t] + Azexp[j(Qo/2 + AQ:)t].

to the center frequency ws of the sub-band in which it is located (i.e. on the sign of
AS,). If AQ > 0, the phasor rotates in a counterclockwise direction, as in Fig. 4, whereas
if A2, < 0, its direction of rotation is reversed.

* It is assumed that the side lobes of the filters in the filter bank are sufficiently small
so that only two adjacent filters which share the same harmonic are considered.
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Fig. 5—Schematic representation of the effect of sign initialization on frequency
compression (g = 1/2) of a harmonic shared by two adjacent filters. {(a) Original
harmonie. (b) Condition (i): correct sign initialization. (c) Condition (if): sign inversion
in one band of one of (a2, bx/2). (d} Condition (iii): sign inversion in both bands of one

of (a2, basz). (e) Condition (zv): sign inversion in one band of both (ax/2, bx,2).

This result is shown in (c) of the figure. (ii) The sign initialization in
both bands is incorrect, and in both bands it is such that only one of
the signs of a2 or by is reversed. In this case, as shown in (d) both
components are shifted to incorrect locations. (iv) The signs in one
band, say the second one, are initialized incorrectly, such that both
signs of ax/2 and by/» are reversed. In this case the rotation direction
can be shown to remain unchanged, but there is a = phase shift in the
phase of the scaled component in this band. Hence, when the two
components from the two adjacent bands are recombined in the
synthesis stage, the following scaled signal results
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(A1 — As)exp[j(Q/2)¢].

This is shown in (e). As will be discussed later, designing the filters for
minimal overlap, or narrow transition bands, mitigates the amplitude
interactions. (v) The signs in both bands are initialized incorrectly, but
in both bands both signs of a;/» and by» are reversed. In this case there
is a = shift in both bands and this results in a constant = phase shift in
the recombined scaled signal as well, resulting in

—(A; + Aj)exp[j(§/2)t] = —Aexp[j(§2/2)¢].

This situation is of no concern. It may affect the compressed signal
waveform but is not found to have any perceptual effect (if we listen
to the time compressed version of the signal). Furthermore, in the
expansion process the phase is multiplied by 2 and this constant phase
shift is cancelled. Similarly, if the harmonic is located within a single
band, a sign inversion is produced in the scaled harmonic, which is of
no concern.

We have seen that certain errors in sign initialization can have an
adverse effect on the resulting scaled signal, and particularly so when
a harmonic is shared by two filters. The best approach for initialization
would appear to be the use of phase unwrapping along the frequency
axis at the time of initialization, so that correct initial signs are assigned
to each band. However, this is generally a difficult and error prone
task, which typically requires a high-frequency resolution.'® Also, since
speech is nonstationary, reinitialization is needed quite often and a
complex phase unwrapping technique will defeat the whole purpose of
using a simple sign tracking algorithm. Therefore, we have examined
the implications of using the principal value of the phase in each band
for assigning the initial signs of ax/» and bx,. To do this, there is no
need to actually compute the phase but only to examine the sign of
bx(t) at the instant of initialization. Since the principal value of the
phase is assumed to be in the range 0 to 27, the initial position of the
vector [ax/2(t) + jbw/2(£)] must be assumed to be in the first or second
quadrant. Hence, a sign initialization according to the principal value
of the phase is given by the following simple rules:

SGNla:/(t)] = {_i gg:zttz; Zg (19a)

SGN[bz/2(to)] = 1. (19b)

An analysis of this sign initialization shows that either both signs of
a2 and b2 are correct or both are reversed. If the harmonic is located
within a single filter, the scaled harmonic will be shifted to the correct
frequency with a possible phase shift of = — which is of no concern.
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However, if the harmonic is shared by two adjacent filters, the sign
initialization according to eq. (19) can give rise to conditions (iv) and
(v) discussed above. In summary, we face a problem only when a
harmonic is shared by two adjacent filters and condition (iv) exists. As
shown in (e) of Fig. 5, under this condition the harmonic is shifted to
the correct frequency location but its amplitude is generally attenuated
and it can even be canceled, if A; = A.. This possibility of attenuation,
or even cancellation, is still of concern. After further study of the
problem, we found it possible to devise a procedure for matching the
signs in the two bands so that no attenuation of the scaled signal will
occur. (A 7 phase shift of the recombined harmonic is still possible,
but as explained earlier this is of no concern). We now explain this
sign matching procedure.

For the purpose of simplifying the explanation, consider again a
single input complex tone at frequency o, of the general form
Aexp[J (ot + ¢o)], with Qo satisfying w; < Qo < we, where w; and w; are
again the center frequencies of two adjacent bands. Following phase
scaling and sign initialization according to eq. (19), the modified STFT
signals Xi(t) = X,(wy, t) and Xa(t) = Xy(wz, ¢) (with g = 1/2) are given
by

Xi(2) = Si Arexp[j (At + o) /2],
X»(t) = S:,Arexp[—j (At — o) /2],

where A; and A, are the magnitudes of the components in the two
bands. Further, A; + Az = A, AQ; = Q% — w1, A = w; — , and
S:,, Sx, can only take the values of (+1) or (—1) and are used to denote
a possible sign inversion because of an incorrect sign initialization.
Therefore, the problem is to make S;, and S;, equal to each other so
that the two components will recombine without attenuation, a sign
inversion being inconsequential. To perform this matching of
S., and S, we examine the function R(¢) given by

R(t) & Xi(t)/Xa(t) = Sr(A1/Az)explj(Aw/2)t], (20)

where Aw = ws — w1 = A + A& is the fixed frequency separation
between the centers of the two given bands, and

_[ 1S, =8,
S = {—1 if S, # 8.,

Our goal then is to have a sign initialization for which Sz = 1. Since

R(t) is independent of the unknown value of £, we can find the value
of Sk by examining R(¢) at any of the specific time instants ¢ = ¢, =
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nTo = n(2w/Aw), (where n is an integer) which results in

R(t:) = Sr(A1/A2)(-1)". (21)
Hence, Sk can be determined from*
Sk = SGN[R(t.)](—1)". (22)

In practical situations where the filters are not ideal, such as when
leakage from other bands is present, and the signal is not purely
periodic, R(t) at ¢ = ¢, is not necessarily real as is implied in eq. (21).
Therefore, we use the sign of the real part of R(¢,); that is,

Sr = SGN[Re{R(£.)}1(—-1)". (23)

To evaluate the right-hand side of eq. (23), there is no need to fully
compute R(t,), as shown below. Let Xi(¢,) = a1 + jf: and X»(t,) =
az + jB:—for convenience, the explicit time dependence of a1, 81, az,
and @ is suppressed. Then, by the definition in eq. (20),

SGN[Re{R(¢.)}] = SGN(a1az2 + B182). (24)

Hence, assuming that we know two bands which share a single
harmonic, the complete initialization procedure (at an appropriate
time instant £, = n7%) consists of first initializing the two signs of ax/»
and bx2 according to eq. (19) and then evaluating Sk from eqs. (23)
and (24). If Sg = 1, the two components are matched. If Sg = —1, the
signs in one band should be inverted. If the signal is stationary, the
above initialization procedure needs to be done only once as the correct
sign will continue to be tracked by the sign tracking algorithm in eq.
(18). However, even for the stationary case one has to first determine
which are the two bands which share a single harmonic because, in
general, both bands on the two sides of the band to be initialized may
contain signal components. One way to find out which is the correct
pair of bands is to compute the phase of R(f.) for each of the two
bands and pick the band which has the smaller phase angle. Again,
there is no need to explicitly compute the value of the phase of R(¢,)
for the two bands in question, but it is sufficient to compute the ratio
(aeB1 — a1 Bz) /(enaz2 + B182) for each of the two possible pairs, and pick
the pair for which this ratio has the smaller magnitude. However, in
simulations we have found that, given sufficient frequency resolution
(relative to the separation between harmonics), it is also adequate to
simply choose the band in which the signal magnitude is larger.

In addition to the above pairing issue, since speech is nonstationary

* By choosing ¢, to be a multiple of 27, the term (—1)” can be avoided. However, for
better tracking of pitch frequency variations we prefer to reduce the time interval
between possible sign initializations to T,.
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one is also faced with the problem of detecting the following conditions:
onset of speech, transitions from unvoiced to voiced, and the appear-
ance of a pitch harmonic in a band because of pitch variation. In all of
these cases, the signs should be reinitialized according to the procedure
discussed above. We have found in simulations that satisfactory au-
tomatic tracking of the above conditions is obtained by reinitializing
the signs in any band % for which

[ X (wn, &) |/| X (wr, tn1}| = Er, (25)

where Er is a preset threshold (typically, as elaborated in Section V,
it is set to correspond to an energy increase of 10 dB in the time
interval Ty, = 16 ms). The mechanization of this initialization process
is further detailed in Section 5.1.

3.2 Expansion (q = 2)
From eq. (16) we have

aze(t) = Ar(t)cos[2¢x(L)], (26a)
and
bar(t) = Ax(t)sin]2¢x(t)]. (26Db)
Using double-angle trigonometric relations and eq. (26) one finds,
az(t) = {2[an(t)]® — [Ax(t)]*}/ Ax(t), (27a)
and
bor(t) = 2 ar(t) bi(t)/ Axlt), (27b)

where it is assumed that A,(¢) # 0. If Ax(¢) = 0, then, directly from eq.
(26), as(t) = bar(t) = 0.

It is seen that because the phase is multiplied by an integer (g = 2),
a phase ambiguity which is a multiple of 27 is of no concern in
frequency expansion. Note also that if the compressed signal is ex-
panded (for signal reconstruction), Ay, ax, and b, should be replaced
in eq. (27) by Ag2, @, and by, respectively.

In comparing the sTFT modifications, as expressed by eq. (15) for
this technique and by eq. (10) for the AsSR technique, one may question
if it is useful to use eq. (10a) in place of eq. (15a). The answer is no.
The reason is that, again, with practical filters a pitch harmonic may
be shared by two adjacent filters. Hence, if a nonlinear modification,
such as that in eq. (10a), is applied to the amplitude signal in each
band, the two signals (which are components of the same harmonic)
will in general not recombine to the correct magnitude. Again, since
the analysis is narrow-band the scaling of the amplitude signal is
generally of secondary importance.
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IV. EFFICIENT DISCRETE-TIME IMPLEMENTATION

The basis for the discrete time implementation of the FDHS tech-
nique is the general block diagram for frequency scaling in Fig. 2.
However, in this form (following discretization) it is highly inefficient
because a large amount of computation is needed to perform the
filtering analysis and synthesis operations. It has been demonstrated
in several works'*'%?® that a discrete Fourier transform (pFr) formu-
lation, using the FFT algorithm, can be used for STFT analysis and
synthesis with its accompanying large saving in computation. We
particularly found the weighted overlap-add (woLA) method given in
Ref. 14, to be most suitable for our application. However, we had to
extend the particular scheme given in Fig. 2 of Ref. 14 to accommodate
situations in which both the analysis and synthesis windows (the
prototype low-pass filter impulse responses) have durations longer
than the transform size N. This arises from the need to use analysis
filters with narrow transition bands, and, hence long duration, when
performing frequency compression. This design minimizes filter over-
lap and lowers the probability of obtaining harmonics shared by
adjacent filters, and, therefore, lessens the effect of possible incorrect
sign initialization in such bands.

We begin by showing that a discrete-time version of the block
diagram in Fig. 2 of this paper has the basic form considered in Ref.
14, so that the worLA scheme developed is indeed suitable for our
application."

Figure 6 shows a discrete-time form of the block diagram in Fig. 2
which is made to match Fig. 3 in Ref. 14 (with somewhat different
notation). This requires some clarification, which is given next.

The discrete-time input signal x(nT) represents samples of x(t)
which is assumed to be sampled at or above its Nyquist rate, with T
being the sampling interval. The signal band is divided into N equally
spaced contiguous sub-bands with center frequencies w; = 27k/(NT),
k=01, ..., N— 1. The discrete-time STFT, X (ws, nT), is obtained for
each value of &, by modulating x(nT) by exp(—jwnT) = W™, where

Wn & exp(j27/N), (28)

and filtering the modulated signal by the low-pass filter 2(nT), which
is the sampled version of we(t). Here all N prototype filters w(t) are
identical. Since A(nT) is approximately band-limited to Aw/2 = #/NT,
its output signal can be decimated. To reduce frequency-domain
aliasing, and because of considerations related to the sign tracking
algorithm used by the FDHS technique, the decimation factor R, an
integer, typically satisfies R < N. The decimated STFT, X (ws, nRT), is
modified according to the modification algorithms of the FDHs tech-
nique, using discretized forms of eqs. (17) and (27) for compression
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Fig. 6—Discrete-time form of the block diagram in Fig. 2, including decimation and
interpolation of the sub-band signals.

and expansion, respectively. The modified sTFT, X, (w:, nRT), can be
considered to be the sTFT of the desired scaled signal at the scaled
center frequency gws, and as being sampled at a rate which corresponds
to the scaled signal bandwidth, i.e. with a sampling interval TV = T/q.
It is suitable, therefore, to rename X,(w;, nRT) as Y(gws, nR'T"),
where R’ is related to R through the requirement R'T’ = RT (i.e., R’
= gR), so that the original time scale is maintained. For synthesizing
the output scaled signal from the decimated and modified sSTFT signals,
Y(qwe, nR'T), R =0, 1, ..., N — 1, these signals must first be
interpolated by a factor R’. The interpolation is done in the scheme
shown in Fig. 6 by inserting (R’ — 1) zeroes between adjacent samples.
This is represented by the box labeled 1: R’ in Fig. 6. The result is
processed with a low-pass filter f(nT’) having a nominal bandwidth of
a/(NT").

Since the interpolation is not ideal, we denote the interpolated STFT
by f'(qwk, nT’). Modulation of the base-band signals with the complex
sequence exp(jgwsnT’) results in the complex bandpass signals
Za(nT'), k=0,1, ..., N— 1. Using w; = 2nk/NT and T’ = T/q, we
note that exp(jgwinT’) = W3, where Wy is defined in eq. (28). Thus,
the input and output modulating sequences are complex conjugates of
each other and are identical to the discrete transform kernels used in
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the pFT. Finally, by summing the N complex bandpass signals the
frequency scaled output signal y,(nT") is obtained.

Thus, we have seen that the general block diagram given in Fig. 2
can be implemented in the discrete-time form shown in Fig. 6. From
the identity between this figure and Fig. 3 in Ref. 14, the more efficient
woLA scheme presented in Ref. 14 can be directly applied for the
implementation of the block diagram in Fig. 6. However, as mentioned
earlier, it is import t that frequency compression with the FDHS
technique be performed with long duration window functions (longer
than N). Hence, the scheme shown in Fig. 2 of Ref. 14 needs to be
modified to accommodate this paticular situation. For clarity of pres-
entation, and since the scheme shown in Fig. 2 of Ref. 14 can be used
for expansion without any change, we briefly explain this scheme
before we show its modification.

For convenience, we denote the analysis and synthesis window
sequences by h(n) and f(n), respectively, dropping the explicit sam-
pling intervals used in the previous notation. We now duplicate in Fig.
7 the scheme shown in Fig. 2 of Ref. 14, with some changes in notation
to match the notation used in this paper.

According to this scheme, the input data samples are shifted into an
input data buffer of length N, R samples at a time, corresponding to
the R:1 decimation shown in Fig. 6. The input data block is weighted
by h(—n), which has its origin at the center of the block (see Fig. 7).
The weighted data block is transformed using the FFT algorithm. The
resulting STFT has its time reference at the beginning of the block (i.e.,
a sliding time reference); hence, a linear phase shift, corresponding to
the time interval between the fixed time origin, say, &, = 0, and the
beginning of the transformed data block, must be introduced. In
addition, since the time origin of the analysis window is at the center
of the block, a circular rotation of the weighted data by N/2 points is
also needed.!* Performing this rotation by phase modification in the
frequency domain results in an overall phase modification by
(-1)*Wx®* k=0,1, .-, N =1, as shown in Fig. 7. The result is the
desired discrete-time STFT, X (wx, nT), in a fixed time reference, which
is to be modified for frequency scaling. The modified STFT
Y(guws, nR’'T’) is translated back to the sliding time reference by
applying the complementary phase modification (—1)* W4%*. The out-
put scaled signal is obtained by inverse transforming the modified sTFT
(in the sliding time reference), weighting the resulting data block by
the synthesis window f(n), and overlap-adding the weighted block to
the output buffer. The output buffer shifts out R’ samples for every R
samples that are shifted into the input buffer. Also, to facilitate the
overlap-add operation, R’ zeroes are shifted into the output buffer as
the processed signal samples are shifted out. Since the input and
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Fig. 7—A woLA block implementation scheme for short-time Fourier analysis, mod-
ification, and synthesis."

output sampling intervals are T and 7", respectively, the time scale is
not altered and the flow of data is uninterrupted. However, if time
scaling is desired, the output data can be stored first and then replayed
at the original sampling rate, resulting in a time-scaled signal (by the
factor ¢ = R’/R) which occupies the original frequency band.

We turn now to the more general situation in which hA(n) and f(n)
have longer durations than N samples. Let L, and L ; denote the
durations of A(n) and f(n), respectively, and let L, = mxN, L; = m;N,
where m; and m; are positive integers. (If necessary, zeroes can be
appended to the impulse responses to satisfy these conditions.) The
appropriate scheme for this case is shown in Fig. 8 and is explained
below.

It has been established in earlier works, as well as repeated in
Ref. 14, that if L, > N, the N data points to be transformed are

15,22,26
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Fig. 8—Modified implementation scheme to accommodate analysis and synthesis
windows which are longer than the transform block size N.

obtained by time aliasing the weighted L, data points into N points.
This can be seen as a stack-add operation of the m, data segments,
each of duration N, as shown in Fig. 8. Because of the stacking
operation, the time origin of the transform is seen to be aligned with
the time origin of the data window, and, hence, no circular rotation by
N is needed; that is, there is no need to multiply the transformed data
by (—1)*. As before, the phase modification by Wx'** is needed to
obtain X(wp, nRT) in the fixed time reference. Following the STFT
modification, the conversion of the sliding time reference, and the
inverse transformation, N data points are obtained to which the
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synthesis window of duration L; = mN is to be applied. To do this,
we periodically repeat the given block of N data points m; times.* To
be consistent with the analysis window weighting, the center of the
synthesis window is aligned with the beginning of the given data block,
as shown in Fig. 8. The weighted data is then overlapped-added to the
output data buffer as before.

Before we conclude this section, several comments are in order.
First, it should be noted that the scheme in Fig. 8 can be used also for
the case considered in Fig. 7; that is, when the windows have a length
which is less or equal to N. This is done by appending zeroes on each
side of each window so as to make the duration of each 2N (i.e., ma
= m; = 2). The stack-add operation will provide the circular shift by
N/2 points, as needed in Fig. 7, and hence eliminate the need for
multiplying by (—1)*, as is the case in Fig. 8.

Second, it is observed that the implementation schemes presented
above can, in principle, be used for scaling an input signal by any
rational factor R’/R. However, for frequency compression with ¢ =
1/2, the FDHS technique provides a particularly efficient realization of
the STFT modification because the sign tracking algorithm avoids the
need for explicit phase unwrapping. Expansion by integer factors is
the simplest operation because the principal value of the phase can be
used and the filter design considerations are simple. For other rational
scaling factors it appears that one has to resort to phase unwrapping
with its attendant complexity.

Third, in noncoding applications it may be desired to obtain a
frequency compressed signal at the original sampling rate, i.e., over-
sampled. The needed interpolation can be embedded in the above
implementation schemes. This is done simply by enlarging the modi-
fied sTFT transform size (1/qg times) by padding with zeroes (at the
center of the transform block). Following the inverse transform (IDFT)
and the weighting by a suitable f(n) of the longer data block, it is
overlapped-added to the output data buffer. The data in both the
input and output data buffers is accordingly shifted by R samples at a
time.

Finally, it is of interest to point out that the scheme shown in Fig.
8 offers a generalization of the TDHS technique® as explained below.

Let us apply the principles of TDHS, as elaborated in Section III, to
the scheme in Fig. 8. In principle, this means using a pitch-adaptive
analysis filter bank—N is made equal to the pitch period and h(n) is
varied accordingly—and applying no modification to the STFT, except
for scaling the center frequencies, as expressed by eq. (13) in Section
I1I. Since the STFT is not modified, there is actually no need to use a

* This takes into account the underlying periodicity in the IDFT result because of the
discretization in frequency. It can also be concluded from eq. (14) in Ref. 14.
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transform—the phase shifts can be done by circular rotations in the
time domain.'* The part of the scheme in Fig. 8 between the stacking
and the weighting by f(n) collapses to a counter clock wise circular
rotation in the time domain by (R’ — R)n Mod N, samples, where N,
is the pitch period. The implementation scheme of the generalized
TDHS technique is shown in Fig. 9.

The TDHS algorithms in Ref. 4 correspond to specific choices of R,
R’, and f(n). For example, for 2:1 compression the values are R = 2,
R’ = 1 and f(n) is a unit impulse; that is, f(n) = 6(n). The new
generalized TDHS scheme above offers more flexibility through the
possible use of more general synthesis windows, f(n). It also could
provide means for additional interband filtering such as wg: (¢) in Fig.
2, which could improve the quality of the scaled speech signal, although
at the expense of additional computation. This generalization of the
TDHS technique is now under further investigation.

V. DESIGN CONSIDERATIONS AND SIMULATIONS

The implementation scheme in Fig. 8 applies both to compression
and expansion. However, the type of frequency scaling performed
affects the design requirements for the analysis/synthesis system. For
this reason, we discuss below the design of the compression and
expansion systems separately.
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Fig. 9—Implementation scheme of the generalized TpHs technique.

2132 THE BELL SYSTEM TECHNICAL JOURNAL, NOVEMBER 1981



5.1 Compression system design

A basic assumption in the development of the FDHS technique is
that each filter in the analysis filter bank contains no more than one
pitch harmonic. Hence, the number of filters in the filter bank should
equal or exceed the largest number of harmonics expected in the given
speech band. To accommodate low-pitch male speakers, we have
chosen the number of filters to be N = 128. With a sampling rate of 8
kHz, which is typical for telephone bandwidth speech, this corresponds
to a nominal frequency resolution of 62.5 Hz. This may not be sufficient
resolution for very low-pitch speakers but was chosen as a compromise
because of another conflicting requirement elaborated below. The
prototype low-pass filter A (n) has, therefore, a nominal bandwidth of
31.25 Hz. Besides the usual requirement that the transform of & (n)
have low side lobes to minimize interband leakage, it is extremely
important that the transition band of A (n) be as narrow as possible to
minimize the overlap between the bandpass filters. The importance of
minimizing the overlap stems from the difficulties in identifying bands
which share a harmonic with an adjacent band and in matching the
signs in those bands to avoid attenuation of the corresponding har-
monic, as we discussed in detail in Section 3.1. By reducing the overlap
between the filters, the probability of occurrence of this condition is
lowered. In addition, it is also lowered by using the minimum number
of filters necessary to separate the pitch harmonics. For this reason,
we did not increase the transform size to 2566 and have chosen N to be
128. For female voices, the best results are obtained with N = 64,
However, since N is fixed the value of N = 128 was found to match
both male and female voices. Other considerations in designing A (n)
are as follows.

In principle, one can reduce the transition-band width by increasing
the filter length L. However, since speech is not a stationary signal
and has a typical quasi-stationarity interval of several tens of ms, the
length of A(n) should be limited accordingly. Therefore, we have
limited its length to 512 samples, i.e., to a duration of 64 ms for 8-kHz
sampling rate, with the main lobe duration being 32 ms. With L, = 512
we have m;, = Ly/N = 4 and, for this reason (m > 1), it was necessary
to develop the scheme in Fig. 8, as an extension of the scheme in Fig.
7 from Ref. 14. To meet the requirements for low side lobes and a
narrow transition band, we have chosen & (n) to be an optimal equirip-
ple filter”” and designed it with the filter design package® available on
our computer system.*

* The maximum filter length that can be designed on our system is 511. A 512-point
filter is formally defined by appending a zero.
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An additional requirement on the analysis filter bank is that its
overall response be uniform. This way the two components of a
harmonic which is shared by two filters will sum up to the correct
magnitude. In terms of A(n), a necessary and sufficient condition for
the filter bank to be uniform is*

1 n=0
h(nN) = {o n#0"

While this condition is easily satisfied by windowing for example a
sin(x)/x type response, the optimal equiripple filter does not necessar-
ily satisfy this condition. Therefore, we had to use a trial and error
approach and repeat the design several times until our design goals
were met. Figure 10 presents the results of the final design which we
denote by ho(n). The analysis window Ao(n) is shown in (a) of Fig. 10,
its frequency response in (b), and the composite filter bank frequency
response in (c). The peak-to-peak ripple of 0.2 dB in the composite
response is quite acceptable. The composite frequency response of a
filter bank having a prototype low-pass filter A(n) is simply found by
transforming the sequence d(n) defined by

d(n) = {h(n) ifn Mod N=0

(29)

0 otherwise (30)
Before we consider issues related to the modification of the STFT
signals, we would like first to consider the issues involved in designing
a synthesis window f(n) that provides an adequate reconstruction of
the input signal when no spectral modifications are performed. Since
we deal with the case where Ly > N (i.e., ms > 1), the synthesis filter
has the difficult task of undoing the time aliasing, because of the
stacking operation, as well as the frequency aliasing, because of the
decimation of the signal in each band by the factor R.
It was shown in Refs. 16 and 24 that for exact reconstruction the
following relation between A(n) and f(n) should hold

Y f(n—sRYA(pN —n + sR) = 8(p), foralln, (31)
where 8(p) = 1 for p = 0 and zero otherwise. If we assume that N is
divisible by R, then eq. (31) is periodic in n with period R and
constitutes a set of R conditions (forn=0,1, - .. , R — 1). In particular,
for R = N, it is seen from eq. (31) that the design of f(n) is equivalent
to the problem of designing N inverse sub-filters.'®** Since h(n) and
f(n) are both of finite duration (FIR), exact reconstruction cannot be
obtained. However, if R < N there is less aliasing in the frequency
domain and the problem is relaxed. In view of the equivalent scheme
in Fig. 6, we expect that for R < N the use of a reasonably good
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Fig. 10—Designed analysis prototype filter ho(n). (a) Impulse response. (b) Frequency
response. (c) Composite filter-bank frequency response.

interpolation filter will also result in an acceptable reconstruction
error. Therefore, we have initially selected four interpolation filters
which have simple analytical respresentations. This facilitates the
variation of their bandwidth by a change of a parameter. These
windows are symmetrical and can also be made to have the usually
desired property of interpolation filters, namely,

f(nR) = {(1) ke (32)

The four synthesis window functions considered are a rectangular
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window [wg(n)], a Hanning window [wg(n)], a sin(x)/x function
multiplied by a Hanning window [wgs(n)], and a special window
function [war(n)] which was derived in Ref. 4 and has some interesting
properties.* The analytical representations of these windows are

_|1 In|<L,
LUR(n)— 0 |n|ZL’

1
wa(n) =43 —[1+cos(mn/L)] |n|=L,
1
wus(n) = 13 [1+ cos(27n/Ls)]
0
-[sin(#n/L)/(7n/L)] |n|= L;/2 (34)
|n| > Lf/2 ’
and
L .
wu(n) = { T, sin(m/Lycot(m/Ly) |n|=Ly/2,
0 In| > Ly/2 (35)

where L is an integer which determines the bandwidth of the synthesis
window and L, is its length, which is assumed to be an even multiple
of L. In particular, the rectangular and Hanning windows in eq. (33)
have a duration of Ly = 2L. Note that if L is chosen to be equal to R,
then eq. (32) is satisfied. The above four window functions are shown
in Fig. 11 for several values of L;/L. The reconstruction error expected
from using these synthesis windows, with the analysis window h(n) =
ho(n) shown in Fig. 10, was found by evaluating the left-hand side of
eq. (31) and computing its deviation from the desired value on the
right [6(p)]. An average mean-square error (mse) was defined as
follows. Let V,(p),n =0, 1, ---, R — 1 be defined by the left-hand
side of eq. (31) under the assumption that N is an integer multiple of
R and let

iéE[Vn(p)_Ga(p)]2n=0!1!"'sR-I’ (36)

* This window is described by eq. (563) in Ref. 4 (even case) and has the interesting
property of satisfying an equation like (32) in both the time and frequency domains.
Thus, as a prototype filter it results in a uniform filter-bank response, whereas in a
WOLA-type operation it results in a uniform time response [see eq. (52) in Ref. 4]. Fora
partlc ar choice of parameters, it becomes identical to the well-known Hanning win-
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8L.

where (G is a constant given by
1 R-1

=_ +(0),
R EU Va(0) (37)
and, in general, is not equal to 1 as assumed in eq. (31). We have
introduced G since we consider a reconstruction which differs from the
original signal by a constant gain term as being errorless. An average
mse is now defined by

e€==73 e (38)

It can be shown that the choice of G according to eq. (37) minimizes
€% that is, de/8G = 0. The values of €7, in dB, which were obtained for
the above synthesis windows, using the analysis window ho(n) are
shown in Fig. 12 as a function of R, which is given in terms of the
transform size N. For each value of R, € was computed for different
values of L. The minimum value of € so obtained is shown in Fig. 12.
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factor R, or input data shift. N is the transform block size.

In fact, for the above windows, the minimum is attained when L = R;
that is, eq. (32) is satisfied.

Note also that in Fig. 12 the length of the synthesis windows wg(n)
and wy(n) varies with R, since L = R and L;= 2L. However, the length
of wus(n) and wy(n) is assumed to be fixed—either Ly = 2N or L, =
4 N—but the bandwidth still varies with R since L = R. It is seen from
Fig. 12 that with all four windows R must be less than N. To save
computation we wish, of course, to use the largest possible value of R.
For R = N/2 and Ly = 4N = 512 the preferred window is wgs(n),
whereas for R = N/2 and L;= 2N it is wyu(n) (in both cases L = R =
64). To reduce the output buffer size and to save computation, we
preferred using L; = 2N. The resulting reconstruction error (below —30
dB) is quite acceptable. The other two windows [wr(n) and wx(n)]
result in reconstruction errors too high to be useful with this value of
R.

The above results are for an analysis-synthesis system without the
modification of the STFT signals. Since the frequency scaling affects
the output sampling rate (the interpolation factor becomes R’ = gR,
where g is the scaling factor) and the sign tracking algorithm limits
the maximum value of R (as elaborated later), the choice of R and the
synthesis window function must be carefully reconsidered to account
for the spectral modification.
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For proper operation of the sign tracking algorithm, the phase in
each frequency cell or band should not change by more than =/2
between observations in order that the crossing of the complex signal
vector from one quadrant to another will be accounted for and the
signs of its real and imaginary parts be tracked correctly. The maxi-
mum phase change occurs when a harmonic has the largest deviation
AQmax from the center frequency. Taking in account the overlap
between filters, we let AQn. = Aw, which is the difference between
adjacent center frequencies. During R samples, the phase can change
by up to AwRT and, hence, with Aw = 27/(NT) we get the condition
that 2#7R/N = w/2; that is, R = N/4. Therefore, with N = 128 we have
R = 32, and to save computation we choose R = 32.

It is noted that this choice of R was dictated by the FDHS modifica-
tion technique used and not by the analysis-synthesis system. How-
ever, while a transform of the input data must be taken every 32
samples for proper sign tracking, the modified sTFT can actually be
computed at a lower rate corresponding to a decimation factor Ry >
R. This obtains because the analysis-synthesis system is capable of
acceptable reconstruction for larger values of the decimation factor.
Furthermore, since ¢ = 1/2 (2:1 compression), the interpolation factor,
or the output data shift, is R’ = Ry/2 so that the modified STFT needs
to be computed only every N = 128 samples. This corresponds to
R’ = N/2 = 64 which, as shown earlier, can be accommodated by the
analysis-synthesis system with an acceptable reconstruction error.

In summary, the following windows and parameters are used. The
transform size is N = 128; the analysis window is k(n) = ho(n) of Fig.
10 (L, = 512); the input data shift is R = N/4 = 32; the STFT
modification is computed every Ry = N = 128 samples; the output
data shift is R’ = Ry/2 = N/2 = 64; and the synthesis window chosen
is f(n) = wm(n) of eq. (35), with Ly = 2N = 256, and L = R’ = 64, This
selection of parameters and window functions is supported by simu-
lation results with both synthetic and natural speech signals as will be
illustrated subsequently.

Before we present the design considerations for the expansion sys-
tem, we wish to explain an additional issue related to the selection of
the synthesis window and give details of the STFT modification. In Fig.
2, the synthesis filters were assumed to have a bandwidth which is g
times the bandwidth of the analysis filters. In the implementation
described above, this corresponds to using synthesis filters with L = N
and not L = R’ as we have chosen, which widens the synthesis filter
bandwidth since R’ < N. However, with practical synthesis filters the
use of L = N was found to cause inband attenuation and an increase
in the reconstruction error. For R’ = N/2 = 64, the use of the above-
selected window functions, war(n) for Ly = 256 or wrs(n) for Ly = 512

FREQUENCY SCALING 2139



with L = R’ gave better or as good results as several other window
functions having bandwidth in the normalized frequency range of
7/R’ to m/N. However, for smaller values of R’ an advantage was
found in using L = N/2 > R’ because of the additional filtering
provided by the synthesis window.

We discuss now the details of the sTFT modification for frequency
compression. The modification is performed in each band according to
the expressions in eq. (17) at time instants ¢ = nRuT, where Ry is the
modification decimation factor, chosen to be Ry = N = 128. The sign
tracking is done according to eq. (18) at a higher rate, namely at time
instants ¢t = nRT, with R = N/4 = 32. The condition for sign initiali-
zation in each band is determined by eq. (25). The ratio on the left-
hand side of eq. (25) is computed at time instants ¢ = £, = nT,, where
T, = NT, which is also the STFT modification update interval since Ru
= N. If the ratio exceeds the threshold value E7 in a given band, the
signs in that band are initialized. On the basis of simulations, Er was
chosen to correspond to an energy increase of 10 dB during the time
interval T, = 16 ms for 8-kHz sampling rate. This choice of Er was
found to indicate quite reliably the onsets of speech, the transitions
from unvoiced to voiced, and the crossing of a pitch harmonic into a
given band from a neighboring band. At the same time, this value was
found to be sufficiently high to prevent reinitialization because of the
normal amplitude fluctuations in each band during sustained voiced
intervals.

If the initialization condition is met, the initialization process con-
sists, on the basis of the discussion in Section 3.1, of the following
operations. First, the signs in all the cells, or bands, which need to be
initialized are set according to eq. (19); that is, according to the
principal value of the phase in each cell. Then, starting from the lowest
frequency cell to be initialized, a “pairing” process is performed. That
is, for each cell to be initialized one of its adjacent cells is picked for
sign matching to provide for the situation in which a pitch harmonic
is shared by two adjacent bands. This is done either by picking the
band which gives an R(¢.) [see eq. (20)] with a smaller phase angle
(see Section 3.1) or, as preferred in our simulations and to save
computation, by picking the band in which the signal magnitude is
larger. Note that if cell ko is to be initialized and cell %2, + 1 is picked
for sign matching, then, even if cell 2, + 1 is also to be initialized, this
cell is skipped in the pairing and matching process since it was already
chosen to be matched to cell 4. Finally, the sign matching of the
chosen pairs is performed by computing Sr for each pair, using eqs.(23)
and (24), and inverting the signs in one of the bands of those pairs for
which S is found to have a negative value.
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5.2 Expansion system design

Expansion by an integer factor avoids the phase ambiguity problems
and is, therefore, a relatively easy task. The main requirement is
sufficient frequency resolution in the spectrum analysis. Since there is
no concern if the filters overlap, the resolution requirement is easily
fulfilled by using even the simple Hanning window A(n) = [1 + cos(mn/
N)1/2, n€E[—N/2, N/2], with L, = N = 256. The Hanning window also
satisfies eq. (29) and, therefore, the resulting filter bank is uniform.
Without the sTFT modification, the analysis-synthesis system can now
be made a unity system—no reconstruction error—since eq. (31) can
be exactly satisfied. In particular, if f(n) is a rectangular window of
length N, eq. (31) becomes

Lp-1

Y h(sR+n)=1 n=01..-,R—-1, (39)

s=—Lp

where Lr = N/R, with R being assumed again to divide N. The
condition in eq. (39) is satisfied within a constant gain factor by the
Hanning window for any R = N/2 which divides N. The gain factor is
Lz/2. The analysis-synthesis implementation then becomes the well-
known overlap-add (oLa) implementation.'*'**

Let us now consider the effect of sTFT modification for frequency
expansion on the analysis-synthesis system design. Since in this case
g = 2, so that R’ = 2R, limiting R’ to N/2 requires limiting R to N/4.
However, since the rectangular synthesis window has high sidelobes in
its frequency response, it did not provide sufficiently good speech
quality when frequency expansion was performed. To improve the
filtering provided by f(n), we have considered again using the window
functions in eqs. (34) and (35). Very good quality expanded speech was
obtained with R = N/8 = 32 and wu(n) of eq. (35), using Ly = N = 256
and L = N/2 = 128. For this choice of parameters, wy(n) becomes
identical to the Hanning window wg(n). Note that the output data
shift or interpolation factor is R" = 2R = N/4, but L = N/2,ie, L >
R’, which is a condition that provides for additional filtering as dis-
cussed in Section 5.1.

To summarize, the expansion system is implemented with a trans-
form size of N = 256 and analysis and synthesis windows that are both
Hanning windows of length N. The input and output data shifts are
given by R = N/8 = 32 and R’ = 2R = 64, respectively, and the STFT
modification is done according to eq. (27) at time instants ¢t = nRT,
i.e., every R = 32 samples.

5.3 Simulations

The FDHS system was simulated on a laboratory computer which is
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equipped with an integral array processor (Data General-Eclipse AP/
130). The array processor facilitated fast computation of the needed
array operations, such as transforms, windowing, stack-adding, and
overlap-adding. The input signal was generally telephone bandwidth
speech (200-3200 Hz) sampled at 8 kHz. In addition to natural speech
input, a synthetic vowel with fixed pitch was used. It was synthesized
by periodically repeating a single pitch period (51 samples) from the
speech of a male speaker. This synthetic signal was valuable in the
development of the system, in checking assumptions, and in selecting
parameters and window functions. By way of illustration, and to
support our selection of parameters, Fig. 13 shows in part (a) the
spectrum of the synthetic vowel, and in parts (b) to (1) the spectra
obtained for different windows and parameter values, as detailed in
the figure caption and explained below. For reference, an ideally
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Fig. 13—Spectral representation of original and processed synthetic vowel for differ-
ent system parameters and window functions. (a) Original. (b) Ideal 2:1 compression. (c}
Compression with the selected system parameters: N = 128, h(n) = ho(n), R = 32,
Ry = 128, R’ = 64, f(n) = wu(n) with L; = 256, L = 64. (d) Same as in (c), except
Ry = R = 32. (e) Same as in (c), except Ry = R = 64. (f) Same as in (c) but f(n) =
wrs(n) with Ly= 512, L = 64. (g) Same as in (c) but f(n) = wy(n) with L = 64 (L, = 128).
(h) Same as in (c) but f(r) = wg(n) with L = 64 (L, = 128).
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Fig. 13—(Contd.} (i) Expansion of the ideally compressed signal in (b) using the
selected expansion system parameters: A(n) = wy(n) with L = 128, (L = N = 256),
R =32, R’ = 64, f(n) = wy(n) with L = 128, (L, = 256). (j) Same as in (i) but with
F(n) = waln) (L = 128) and R = 64. (k) Same as (i) except R = 64. (1) Expansion of the
compressed signal in (c) using the selected system parameters as in (i).

compressed spectrum is shown in part (b). Since the synthetic signal
is periodic with a known period, ideal 2:1 compression can be obtained
by discarding every other period and reducing the sampling rate by a
factor of 2. Practically, (b) is obtained by windowing (we used a
Hamming window for the spectral analysis) a segment of speech with
half the number of samples than in the segment analyzed for producing
the spectra in (a). Since the input signal is exactly periodic, the shape
of the spectral teeth is determined only by the frequency response of
the window. In natural speech, which is only quasiperiodic, the ampli-
tude and phase modulations of the pitch harmonics, as discussed in
Section II, widen further the spectral teeth. This can be observed in
later illustrations.

In (c) of Fig. 13 the spectrum of the compressed signal, using the
selected system parameters detailed in Section 5.1, is shown. Because
the signal is purely periodic, the results are particularly good. A
frequency domain signal-to-distortion ratio (SDR) computation* results

* The frequency-domain distortion measure used is based on the mse between the
spectral envelopes of the input and processed signals, as measured in sub-bands with a
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here in sDR = 42 dB. To illustrate that no harm is done by using
R > R (see Section 5.1), part (d) shows, for comparison with (c), the
result of using Ry = R = 32. The difference is minute—only 0.1 dB
higher sDr between the processed and ideal spectrum. Part (e) shows
the spectrum obtained when R = Ry = 64 is used. The problem in this
case is that for some harmonics the sign tracking is inadequate because
R is too large. The effect on the spectra is clearly seen. Part (f) shows
the result obtained when a longer, Ly = 512, synthesis window is used.
On the basis of Fig. 12, wus(n) is now preferred and used. The results
are somewhat better than in (c), an improvement of 2 dB in SDR, but
this does not seem to justify the doubling of the output buffer size and
the additional computation. Parts (g) and (h) reaffirm the unsuitability
of the simple Hanning and rectangular windows, respectively, as syn-
thesis windows in the given compression system. The loss in SDR
amounts to 18 and 28 dB, respectively, as compared to (c).

The remaining parts of Fig. 13 illustrate some of the results obtained
with the expansion system. Part (i) shows the spectrum that results
from expanding the ideally compressed signal in (b), using the selected
system parameters as detailed in Section 5.2. As expected, the results
are better than for compression and the frequency-domain SDR is
above 60 dB. Parts (j) and (k) show the results obtained with rectan-
gular and Hanning synthesis windows, respectively, using R = 64. It is
clearly seen that this value of R is too large and its use results in
significant SDR reductions for both windows—up to 35-dB reduction
for the Hanning window, as compared to (i). For R = 32, the selected
Hanning window performs best, as seen in (i}, offering an 8-dB advan-
tage in SDR over the rectangular window.

Finally, part (1) shows the resulting spectrum when the compressed
signal in (c) is expanded back, using the selected system parameters as
in (i). The reduction in SDR because of the expansion process was
found to be only about 0.5 dB; that is, a 41.5-dB SDR is obtained when
the spectrum in (1) is compared to the spectrum in (a).

The importance of correct sign initialization is demonstrated in Fig.
14. In addition to showing the ideally compressed spectrum of the
synthetic vowel in (a)—identical to part (b) of Fig. 13—it also shows
the spectrum of the frequency compressed signal obtained with three
different sign initialization approaches. Part (b) of Fig. 14 shows the
result obtained when all the signs are initialized to be positive; part
(c), when the signs are initialized according to eq. (19) (i.e., using only

bandwidth that increases with frequency, similar to articulation index measurements.
The actual band allocation used was taken from Ref. 31. This measure was found useful
for the synthetic signal, as it correlated well with our observations. For natural speech,
however, this was not so and we had to rely on subjective listening and visual exami-
nation of the spectral representations.
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Fig. 14—Demonstration of the effect of different sign initialization approaches. (a)
Spectrum of the ideally compressed synthetic vowel. (b) All-positive sign initialization.
(c) Sign initialization according to principal value of the phase in each band. (d) Sign
initialization according to the algorithm developed in Section 3.1.

the principal value of the phase); and part (d), according to the final
initialization algorithm which includes the pairing and matching op-
erations described earlier and also shown in (c) of Fig. 13. The results
indeed validate the assumptions and analysis performed in Section
III—namely, the possible generation of undesired spectral components,
in addition to the attenuation of the desired components. Part (b)
shows the result when a random or all-positive sign initialization is
used; part (c), the possible cancellation of harmonics because of incor-
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rect matching of the signs in two adjacent bands which share the same
harmonic; and part (d), the improved results obtained by using the
developed sign initialization algorithm.

Similar results were obtained with natural speech, although errors
in the initialization do occur due to speech nonstationarity and devia-
tions from the harmonic model. Yet, in all the simulations performed,
the developed sign initialization algorithm always resulted in better
speech quality. As an illustration, Fig. 15 shows the spectra obtained
for a segment of voiced speech. Parts (a) to (c) show the spectra of the
original, compressed, and reconstructed signal using the developed
FDHS system. For comparison, parts (d) and (e) show the corresponding

ORIGINAL (a)

-80 ] | ] | ] | ]

FREQUENCY COMPRESSED-FDHS (b)

RECONSTRUCTED-FDHS (C)

&
o

MAGNITUDE IN DECIBELS

o

RECONSTRUCTED-TDHS (e)

0 08 16 24 3.2
FREQUENCY IN KILOHERTZ

Fig. 16—Spectral representation of original and processed voiced speech segment for
male speaker. (a) Original. (b) Compressed 2:1 using FpHS. (c) Expansion of compressed
signal (reconstructed) using FpHs. (d), (e) Same as (b) and (c), respectively, but using
TDHS.
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results obtained with the time-domain harmonic scaling (TDHS) tech-
nique’ using a cepstral pitch detector® implemented on the same array
processor. The TDHS system was judged to give higher quality speech.
Further discussion on the comparison between the two systems is
given later. For an additional demonstration of the results obtained by
the two systems, Fig. 16 shows the corresponding time waveforms, and
Fig. 17 presents spectrograms of the complete processed sentence. To

AMPLITUDE

in

DRIGINAL (a)

] | ] | ] | ]

FREQUENCY COMPRESSED-FOHS (b)

1 | 1 ] |

RECONSTRUCTED-FDHS (C)
] | ! 1 | ]
FREQUENCY COMPRESSED-TDHS ( d)
| 1 ] | L
RECONSTRUCTED-TDHS (C)
! | ! | | | |
0 20 40 60 80

TIME IN MILLISECONDS

gig. 16—Time-domain waveforms corresponding to the spectral representations given
ig. 16.
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FREQUENCY IN KILOHERTZ

illustrate the capability of the two systems to change the time scale,
without changing the frequency scale, parts (f) and (g) of Fig. 17 show
spectrograms of the time-compressed signals.

5.3.1 Performance with degraded inputs

To examine the robustness of the FDHS technique to adverse acoust-
ical environment conditions, we ran simulations with noisy speech
signals (down to 0-dB s/n), speech with severe room reverberation,
and speech from three speakers speaking simultaneously. In simula-
tions with noisy speech, the FDHS system appeared to be quite robust

FREQUENCY
IN KILOHERTZ

0 04 0.8 1.2
TIME IN SECONDS

(d)

Lak S lak ¥

(c) (e)

[N] wo

wo

k1A

iNa
v

0kl | I | I 1 I Cl I | L | L 1 1

N

0 0.4 0.8 1.2 0 0.4 0.8 1.2
TIME IN SECONDS

Fig. 17—Spectrograms of original and processed speech by FpHs and TDHS systems
(“We were away a year ago,” male speaker.) (a) Original. (b) Frequency compressed—
FDHS. (c) Frequency-expanded (reconstructed)—rFDHS. (d) Frequency-compressed—
TDHS. (e) Frequency-expanded (reconstructed)—TtpHS. (f) Time-compressed—FDHS. (g)
Time-compressed—TDHS.
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Fig. 18—Spectral representation of original and processed noisy voiced speech seg-
ment [white noise at 6-dB s/n added to signal in (a) of Fig. 16]. (a) Original. (b)
Reconstructed—rDHS. (c) Reconstructed—TDHS.

with only some reduction in signal crispness as compared to processing
clean speech. No change in the general nature of the noise was
observed. This is in contrast to results obtained with the TDHS tech-
nique which tends to structure the noise caused by the pitch-depend-
ent, time-domain weighting process. This is illustrated in Fig. 18 which
shows the spectra of the original noisy signal (white noise at 6-dB s/n)
and the reconstructed signals by the FDHs and TDHs systems. The
structuring of the spectra, according to the speech pitch, caused by
the TDHS technique is evident. Although this structuring provides a
filtering effect similar to comb filtering, the structured noise is usually
more annoying to listen to. For further illustration, Fig. 19 presents
spectrograms of the complete processed noisy sentence by the two
systems.

The results of processing speech with severe room reverberation,
and multiple speakers speech, indicate that the FDHS system is highly
robust to these conditions. In fact, these conditions tend to mask
processing artifacts and the reconstructed signal sounds very similar
to the original. In the TDHS system, the structuring of the uncorrelated
reverberation components is perceivable. On the other hand, the TDHS
system was found to be quite robust to multiple speakers speech.’
Spectrograms of a processed sentence, recorded with severe room
reverberation, are shown in Fig. 20, for the two systems.
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To summarize, by the above simulation results we have demon-
strated the validity of our assumptions in deriving the sign initialization
algorithm and the selection of the analysis-synthesis window functions
and parameters, The FDHS system was found to be robust to environ-
ment conditions, although its quality for clean speech signals is judged
to be lower than with the TpHs. On the other hand, the robustness of
the TDHS system is largely dependent on the type of pitch detector
used (particularly with noisy signals), and it suffers from artifacts
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Fig. 19—Spectrograms of original and processed noisy speech by FDHS and TDHS

systems. Parts (a)} through (e) as in Fig. 17, but with white noise at 6-dB s/n added to
original speech signal.
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Fig. 20—Spectrogram of processed speech with severe room reverberation by FDHS
and TDHS systems [“The birch canoe slid on the smooth (plank),” male speaker]. (a)
Input signal. (b) Compressed—FpHS. (c) Reconstructed—FDHs. (d) Compressed—TDHS.
(e) Reconstructed—TDHS.

introduced by structuring wide-band noise or uncorrelated reverbera-
tion.

It should be mentioned, however, that while the FDHS system, in
general, provided good communications speech quality, an increase in
reconstructed signal degradation was found for some low-pitch male
speakers, typically below 80 Hz. One possible reason is insufficient
frequency resolution of the analysis filter bank. At the expense of a
slight input bandwidth reduction, this condition can be corrected
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somewhat by reducing the sampling rate from 8 kHz to 6.4 kHz since
increasing N from 128 to 256 is not desirable as explained earlier.
Another source of degradation appears to be the fact that if the pitch
teeth are wide, and the pitch frequency is low, the original speech is
characterized by a small separation of the pitch teeth, and the model
assumed in the derivation of the FDHS technique is not as applicable.
Further study of this problem is needed.

VI. A HYBRID TDHS-FDHS SYSTEM

The simulation results presented in Section V and our earlier expe-
rience with TDHS*® indicate the advantage of TDHS over FDHS, provided
that the acoustical environment conditions allow adequate pitch ex-
traction, the noise structuring is acceptable, and pitch data can be
transmitted. If pitch data cannot be transmitted, as would be the case
with analog channels or digital channels with tandeming of waveform
coders, or if it is not desirable to transmit the data, use of TDHS
requires reextraction of the pitch at the receiver. Since pitch extraction
from the compressed signal is more difficult because fewer pitch
periods per unit time are available, the quality of the reconstructed
signal is degraded. Since expansion alone with the FDHS system pro-
vides almost transparent speech quality without the need for explicit
pitch extraction, we examined the possibility of using a hybrid system,
such as shown in Fig. 21. In this system the compression is done by
TDHS and the expansion by FDHs. Simulations using this system
supported this approach, and the overall speech quality obtained was
judged to be better than by TpHs without pitch transmission or by
FDHS alone. For illustration, Fig. 22 shows spectrograms of a processed
sentence by the different systems. It should also be noted that the
proposed hybrid system has an advantage with noisy signals as well,
as long as pitch extraction at the transmitter is feasible. The advantage
is that the structuring of the noise in the reconstructed signal is
avoided, since this structuring occurs mainly in the expansion stage of
the TpHS, which is replaced by FDHS in the hybrid system. Further-
more, the hybrid system should also be more tolerant to channel errors
than TDHS alone since these errors appear as noise in the compressed
signal which does not affect the FDHS expansion system much, but
could obviously affect the TDHs expansion process.

VIl. CONCLUSION

A unified description of several frequency scaling techniques has
been given in terms of the short-time spectral modifications which
they produce. This description helps in understanding the properties
and limitations of these techniques and their relation to FDHS.
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Fig. 21—Block diagram of hybrid frequency scaling system TDHS-FDHS. (a) Digital
channel. (b) Analog channel.

The results of this work, with respect to the rpHs technique,*
provide a substantial improvement of the earlier version of this tech-
nique as reported in Ref. 12. The improvement is manifested in both
the quality achieved, and in implementation efficiency. The improve-
ment in quality is the result of using a filter bank with higher frequency
resolution and less overlap between filters, as well as the use of the
dynamic sign initialization and matching algorithm developed in the
present work. The improvement in implementation efficiency is
achieved by the use of a block implementation of the short-time
Fourier analysis-synthesis system. In this system, the FFT, the embed-
ded decimation and interpolation, and the woLA synthesis scheme—
described in Ref. 14 and extended here to include the case of analysis
and synthesis window having longer duration than the transform size—
provide a large saving in computation.

It was seen that the introduction of STFT modifications can greatly
affect the characteristics of the analysis-synthesis system and its
design. The detailed design considerations of the window functions
and the selection of the decimation and interpolation factors given
here can be useful also in other applications involving spectral modi-

* An early presentation of the results was given in a talk that included an audio tape
demonstration.”
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Fig. 22—Spectrograms of original and processed speech by FDHSs, TDHS, and hybrid
TDHS-FDHS systems [“This is a computer test (of a digital speech coder), male speaker.]
(a) Original. (b) Reconstructed—rpHs. (¢) Reconstructed—TpHS. (d) Reconstructed—
TDHS with pitch reextraction from compressed signal. (e) Reconstructed—hybrid TDHS-
FDHS system.

fications of signals, such as in some of the techniques described in
Section II.

The developed FDHS system is particularly amenable to an array-
processor implementation. From simulations of the system for a variety
of adverse acoustical environment conditions, the FDHS technique
appears to be robust and provides reconstructed speech of good com-
munications quality. The main degradation, as mentioned earlier, is
introduced in the compression stage, since the expansion operation
provides almost transparent quality. Unlike the simpler TDHS tech-
nique, the FDHS is not explicitly dependent on pitch extraction and is,
hence, more robust. However, for clean speech, compression with TDHS
results in better speech quality than with FDHS. On the other hand, for
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noisy speech signals, in addition to possible failure of the pitch detector
at high-noise levels, the TDHS expansion process tends to structure the
noise which can be perceptually annoying.

In applications where pitch extraction at the transmitter is feasible
but where pitch data transmission is to be avoided, the hybrid TDHs-
FDHS system, in which compression is performed by TDHS and expan-
sion by FDHS, provides better overall speech quality than the TpHS or
FDHS systems alone. The additional advantages of the hybrid system,
such as reduction of noise structuring and higher immunity to channel
errors, as compared to TDHS alone, and the lower complexity, as well
as higher quality, as compared to FDHs alone, singles out the hybrid
system as the best solution for a variety of applications.

An interesting outcome of the general implementation scheme,
shown in Fig. 8, is the generalization of the TDHS technique to include
both analysis and synthesis windows. This generalization has potential
for further improving the TDHS performance.

The FDHS technique was developed on the basis of the quasihar-
monic nature of voiced speech. Deviations from this model cause a
reduction in processed speech quality. T'o achieve higher than com-
munications quality with the FpHs technique, further study and un-
understanding are needed of the simultaneous amplitude and phase
modulation processes of the individual pitch harmonics, and of the
nonstationary characteristics of speech signals.
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