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This paper considers the application of constant-amplitude, partial-re-
sponse, continuous-phase modulation with simple near-optimum receivers to
cellular digital mobile radio systems. These smoothed modulation schemes
have low spectral sidelobes and narrow main lobes. A combiner for time-
division retransmission systems with space diversity is given for continuous-
phase modulation. Cochannel interference and adjacent-channel interference
are calculated for continuous-phase modulation in cellular systems with fre-
quency reuse. The efficiency of 3RC and 4RC modulations with space diversity
is evaluated for conventional cellular systems.

I. INTRODUCTION

This paper considers a class of constant-amplitude digital modula-
tion schemes with smoothed partial-response, continuous-phase mod-
ulation. This gives a bandwidth-efficient digital modulation scheme.
With the baseband quadrature combiner described below, these mod-
ulation schemes can also be used with time-division retransmission.
The concept of time-division retransmission is briefly described below.
This scheme makes it possible to use simple equipment at the mobile
unit, and yet use several branches of space diversity, assuring a
reasonable error rate on the fading channel. Most of the signal proc-
essing and all diversity combining is performed at the base stations.

To obtain good spectral efficiency in digital mobile radio systems,
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frequency reuse is employed."™ Each cell in the cellular system is
assigned a number of channels in a frequency division system. Each
channel (frequency) is reused at a cell further away. The closer this
cell is, the larger the number of available channels. On the other hand,
the signal-to-cochannel interference increases when the interfering
cells are too close. The interference is also affected by the way the
base-station antennas are arranged. Omnidirectional and directional
antennas have been considered. Furthermore, the location of the base
station in the cell is important for the signal-to-interference ratio. In
this paper we consider two schemes: Centrally located base stations
with omnidirectional antennas, and cooperating base stations with
120-degree directional antennas in three alternate corners in a hex-
agonal cell. Below, we will see how cochannel and adjacent-channel
interference is calculated for continuous-phase modulation in a cellular
environment.

The rest of this paper is organized as follows. Section II contains
background material on modulation methods, conventional cellular
systems, time-division retransmission, and propagation and interfer-
ence models used in the analysis. Section III presents a baseband
maximal-ratio combiner for time-division retransmission with con-
stant-amplitude modulations. Section 4.1 contains the calculations of
signal-to-cochannel interference ratios for cellular systems with con-
tinuous-phase modulation. Section 4.2 gives some results on adjacent-
channel interference. Section V contains a discussion and conclusions.

II. BACKGROUND MATERIAL

Before the cellular systems are discussed in any detail, we will give
some brief background information about the class of constant-ampli-
tude modulation systems considered in this paper, conventional cel-
lular arrangement, the time-division retransmission method, and sig-
nal propagation and interference models for the fading land mobile
radio channel.

2.1 Constant-amplitude modulations

Constant-amplitude modulation schemes are considered for appli-
cation to cellular digital mobile radio systems. The transmitted signal

is of the form
s(t) = \/;—TE cos[wct + ¢(t)], (1)

where the information-carrying phase is

¢(t) = 2mh E aq(t —iT), (2)
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with

q(t) = J; g(r)dr. 3)

The pulse shape g(t) (instantaneous frequency) determines the spectral
behavior of the modulation scheme, while h is the modulation index,
and the a's are data symbols. For detailed background on these
schemes, see Refs. 5-11. In this paper, we will mainly concern ourselves
with schemes having modulation index h = 1/2 and with g(¢) in the
form of raised cosine pulses of length LT, where T is the bit time.
This pulse shape is defined by

R 2rt\l 0=<t=<LT

0 t=<0,t=LT.

For L > 1, the pulses are overlapping in time, thus creating controlled
intersymbol interference. In this paper, only binary transmission
a; = +1 will be considered. The reason is that binary schemes with
modulation index h = 1/2 have simple, near-optimum receivers, i.e.,
“minimum shift keying (MSK)-type” receivers (see Refs. 7-9).
Figures 1 to 3 show examples of power spectra of (unfiltered)
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Fig. 1 —Power spectra for binary RC schemes when h = 1/2, L = 1 to 5. For details,
see Refs. 5, 6, and 11. T} is bit time (symbol time). (Spectra are shown one-sided
normalized with total power.)
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Fig. 2—Power spectra for binary 3RC with h = 1/2, QPSK, and MSK.

constant-amplitude modulation schemes in the raised cosine family.
A scheme with a pulse shape g(t) of a raised cosine shape with length
37T is denoted by 3RC (raised cosine). Minimum shift keying,? tamed
frequency modulation (TFM),® and Gaussian MSK (GMSK)" are
obtained from egs. (1) and (2) by selecting proper pulses g(t) (see Refs.
5 to 7 for details).

Even better spectral tail behavior is obtained with spectral raised
cosine (SRC) pulse shapes instead of raised cosine pulse shapes.®®
These schemes are more difficult to analyze exactly, however. A 3SRC
pulse g(t) has a length of 3T between the first nulls in time around
the peak value. The Fourier Transform is a raised cosine. Thus, the
time function is infinitely long. In practice, these pulses are truncated.

Figures 4 and 5 show examples of error probability curves for
coherent binary phase shift keying (BPSK), quadriphase shift keying
(QPSK), 3RC and 4RC for slow Rayleigh fading, space diversity with
M branches, and ideal maximal-ratio combining. These are examples
of calculations in Refs. 7 and 12. The analysis for the Gaussian channel
is presented in Ref. 7, using analytical tools from Refs. 13 and 14. The
formulas for the Gaussian channel are generalized to the fading
channel in Ref. 12. Note that the error probability curves in Figs. 4
and 5 are shown without differential encoding/decoding. In practice,
differential encoding is employed as the simplest way of resolving
phase ambiguity in the coherent MSK-type receiver for h = 1/2
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Fig. 3—Power spectra for binary 4RC with h = 1/2, QPSK, and MSK.

schemes.”®%!® For this case, all error probability values in Figs. 4 and
5 are multiplied by a factor of two.

The longer the pulse g(t), the more narrow the power spectrum.
However, the detection efficiency is reduced with increasing L for
fixed h = 1/2, particularly for suboptimum receivers.” The optimum
receiver (the Viterbi detector) is more robust.® Thus, as we will see,
choosing the length of the pulse shape g(t) plays an important part in
the overall system optimization.

Power amplifiers, both in the mobile unit and at the base stations,
sometimes contain nonlinearities. For such cases, it is advantageous
to use a constant envelope modulation scheme. Such a scheme will
not be subject to widened spectra after the nonlinearity. This is the
case for nonconstant amplitude modulations. A QPSK signal passed
through a bandpass filter can be quite narrowband. The signal ampli-
tude varies, however, and after a nonlinearity, the sidelobes are re-
stored to a level that is unacceptable from an adjacent-channel inter-
ference point of view.

6

2.2 Conventional cellular arrangement

This paper will consider frequency reuse in cellular systems for
digital mobile radio systems. Figure 6a shows an example of a cellular
system with N = 3 hexagonal cells per cluster. Frequencies are assigned
as in Fig. 6b. Note that for a fixed total number of channels, a fixed
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Fig. 4—Error probability, P, versus average per diversity branch (and per bit) signal-
to-noise ratio I' for a coherent MSK-type receiver with Selected Pulse Amplitude
Modulation (SPAM) receiver. Maximal-ratio combining and modulation scheme 4RC
are used. Curves shown without differential encoding/decoding.

antenna configuration, and a fixed cell size, a large frequency reuse
factor, N, gives good cochannel interference (the interfering cells get
further away) but low system capacity, since the number of available
channels in one cell is inversely proportional to N.'”* In this paper,
we will basically confine the discussion to one type of cell, namely the
type with three 120-degree corner antennas, as shown in Fig. 7. The
maximum distance from any base station dy is equal to the cell radius
r. For details about cellular systems based on this cell, see Refs. 1 and
3. Other cellular concepts are considered in Ref. 16.
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Fig. 5—Same as Fig. 4 with 3RC and SPAM-filter M branch diversity with maximal-
ratio combining.

2.3 Time-division retransmission

The time-division retransmission (TDR) concept is described in
Refs. 3 and 4. The basic ideas are as follows. The fading channel
changes “slowly” (during one burst or package). Communication in
both directions takes place in packages transmitted in the same
frequency band: first mobile-to-base and then base-to-mobile. During
mobile-to-base transmission, the channel is estimated for maximal-
ratio, space-diversity combining in both directions. Several schemes®
have been proposed for performing the required co-phasing for trans-
mission from and reception at the base station. Because all diversity
combining takes place at the base stations, the mobile equipment is
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Fig. 6a—Example of cellular system. Each cell is a hexagon of equal area, and
frequencies are reused. Cells marked with same digit use same frequency channel set
(see Fig. 6b). In cluster of N = 3 cells, all channels are used.

relatively simple. As a consequence, it is feasible to use more than two
branches of diversity with TDR.

2.4 Signal propagation and interference

It is assumed that mobile radio reception in an urban environment
is characterized by

P(7) = |F|*S(F)-R*(F), (5)

where P(F) is the received signal power at location 7 (position vector
relative to a transmitter).®* The first factor, | F|-e, is a reduction
factor due to the distance between the mobile unit and the transmitter,
and « is the propagation constant. It is normally assumed that « is in
the range three to four in the urban environment.® In free space,
a=2.

The second factor, S(7), represents shadow fading,"** and the third
factor, R%(F), represents Rayleigh fading.*'” R is the envelope of the
received signal and is modeled as a random variable with the density
function
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Fig. 6b—Frequency plan for cellular system with N = 3, shown in Fig. 6a. Channel
set marked 1 used in each cell marked 1, etc. Channel bandwidth is denoted B, and
total system bandwidth is Br. Channel means two-way channels, including overhead
for synchronization (when required).

p(R) = 2Re™™, (6)

with E{R? = 1 (see Refs. 4 and 17). In general, R varies with vehicle
location and signal frequency.

This paper also considers propagation and interference in cellular
systems with frequency reuse. We will make use of the same basic
assumptions as in Refs. 1 and 3.

It is assumed that the cochannel interference and adjacent-channel
interference from cells other than those containing the desired mobile
unit are formed by the incoherent sum of contributions from many
interfering sources. This sum is assumed to be equivalent to stationary
Gaussian noise."? It is also assumed that the shadow and Rayleigh
fading of the total interference is negligible compared to the fading of
the signal.l34

It is also assumed that cochannel interference is the main source of
additive signal degradation. Adjacent-channel interference from other
cells will be considered to some extent in a few cases, where it is
assumed that the adjacent-channel interference is the incoherent sum
of many sources forming a stationary additive Gaussian adjacent-
channel noise, which is added to the cochannel interference. The
additive thermal background noise is assumed to be negligible com-
pared to the cochannel and the adjacent-channel interference. Thus,
the transmitter power and the cell sizes are assumed to be such that
alien background noise from sources other than mobile units and
transmitters in the cellular system is negligible compared to cochannel
and adjacent-channel interference.
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. Fig. 7—Details for conventional three-corner, 120-degree antenna cell. Desired mo-
bile shown in its worst-case locations.

Below, we will use the same technique as in Refs. 1 and 3 for
calculating adjacent-channel interference and cochannel interference
for continuous-phase modulation schemes. The signal-to-interference
ratio is defined as the ratio of the signal power to the total noise
power, based on the | 7|~ propagation law and averaged over shadow
and Rayleigh fading. It is assumed that the fading is flat over the band
of each channel.

IIl. A BASEBAND COMBINER FOR TIME-DIVISION RETRANSMISSION
WITH CONSTANT-AMPLITUDE MODULATION

The time-division retransmission (TDR) concept has so far been
applied only to binary modulation schemes with nonconstant ampli-
tude.? For constant-amplitude modulation schemes, such as continu-
ous-phase modulation, the combiner in Ref. 3 needs to be slightly
generalized. That is the subject of this section. We have not yet
analyzed the impact of the constant-amplitude format on synchroni-
zation. As a first rough estimate, it is assumed that the same scheme
as that in Ref. 3 can be used also for constant-amplitude modulation.
Further work in considering other schemes® for synchronization and
establishing phase references is required for constant-amplitude mod-
ulation schemes.

The baseband combiner for space diversity with maximal-ratio
combining used by P. S. Henry and B. Glance® for binary phase shift
keying (BPSK) is easily generalizable to quadrature constant-ampli-
tude modulation. The base-station signal processing equipment for
one branch of diversity is shown in Fig. 8 for time-division retrans-
mission with quadrature constant-amplitude modulation. During the
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Fig. 8—Baseband combiner for constant-amplitude modulation and time-division
retransmission. Compare this to Fig. 5 in Ref. 3.

reference transmission interval, the carrier burst of duration Ty is
received, having the form

R cos(wct + 8), (7)

where R is the Rayleigh amplitude, and @ is the unknown phase. It is
assumed that the R and @ are essentially constant until the next
reference burst is transmitted.? Then the stored R and @ are updated.

PHASE MODULATION 2077



After down-conversion and integration, the reference coefficients
TgR cos 6 and TR sin 0 are produced and stored for message de-
modulation. During information transmission, the received signal can
be written

R cos[wt + ¢(t) + 0] + I.cos wct + Isin wct, (8)

where ¢(t) is the information-carrying phase (see the introduction). /.
and I, are Gaussian interference with zero mean and variance S 2 (see
Ref. 3). After down-conversion and multiplication with the reference
coefficients and combinations following the network in Fig. 8, we have
in each quadrature arm the signals

Si = TgR? cos [¢(t) + 0]-cos @
+ TgR? sin [¢(t) + 6]-sin 6§
+ I.TgR cos 6 — I,TsR sin @ 9)
in the cosine branch (I-rail), and
Sq = Te R? sin [(¢(t) + 6]-cos 6
— TgR? cos [6(t) + 6]-sin 0§
— I.TsRsin 0 + I,TgR cos @ (10)

in the sine branch (Q-rail). Using simple trigonometric formulas we
have

St = TaR? cos[¢(t)] + I.Te R cos § — I,Tg R sin 6, (11)
Sq = TeR? sin[¢(t)] — I.TsR sin 8 + LTsR cos 6. (12)
The special case of BPSK in Ref. 3 is obtained by letting ¢(t) be

0 for data +1

¢(t) = {w for data —1. (13)

Thus cos ¢(t) = +1, and sin{#(t)} = 0. Only one output is required in

this case. Maximal-ratio combining at the output is obtained by adding

the components from the M branches.? Coherent reception is obtained

and the data can be demodulated by processing cos ¢(t) and sin ¢(t).

This can, for example, be done by means of the “MSK-type” receiver

(offset quadrature receiver)”® or, for the more general case, even a
Viterbi detector.®'?

The combiner in Fig. 8 followed by an “MSK-type receiver” supplies
the motivation for considering the family of A = 1/2 partial response
FM or continuous-phase modulation (CPM) schemes®’ for the case of
slow Rayleigh fading with M-branch space diversity with maximal-
ratio combining.*’
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For transmission from the base station to the mobile unit, all stored
phase references in Fig. 8 are changed from 6 to —f. Thus, through the
time-division retransmission procedure, maximal-ratio combining is
approximately obtained at the mobile unit with only one antenna and
one receiver.® All signal processing is performed at the base-station
transmitter.

IV. COCHANNEL AND ADJACENT-CHANNEL INTERFERENCE ANALYSIS
FOR CPM

4.1 Cochannel interference analysis

The technique for the cochannel interference analysis of CPM is
basically the same as that for BPSK QPSK in Refs. 1, 3, and 16. The
signal-to-cochannel interference ratios are given by the geometry of
the cells and antennas and of the propagation exponent « [in the
range three (pessimistic) to four]. From Refs. 1 and 3, we have the
average signal-to-cochannel interference ratio with a three-corner cell
system with three cells per cluster

Pg/Py = 1.5 dB (14)
for mobile-to-base transmission and
Ps/PI = 8.0 dB (15)

for base-to-mobile transmission. Figure 4 shows the theoretical num-
ber of diversity branches required in a space diversity (TDR) 4RC and
QPSK scheme. Figure 5 shows the corresponding curves for 3RC.

With a larger number of cells per cluster (large channel sets), the
required signal-to-cochannel interference ratio is larger, and thus
fewer diversity branches are required.

It is assumed in the calculations that the background noise from
other sources is negligible. The calculated signal-to-interference ratio
determines which modulation method can be used (in terms of required
detection efficiency) and how many branches of diversity are required.

Note that the signal-to-cochannel interference ratio is not depend-
ent on a particular modulation scheme. It is given by the relationships
of distances from the desired base station to the desired mobile unit
and from the interfering base stations or mobile units. See Refs. 1, 3,
and 16 for details. Thus, the cell geometry gives the available signal-
to-cochannel interference ratio. This number plus the bit error prob-
ability requirement determines the number of diversity branches for a
given modulation scheme by using results like those in Ref. 12 (see
Figs. 4 and 5).

Reference 16 gives cochannel interference results for a generalized
class of cells.
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4.2 Adjacent-channel interference analysis

The effect of adjacent-channel interference in cellular mobile radio
systems is briefly considered for some cases with constant-amplitude
modulation schemes.

Figure 9 shows the so-called fractional out-of-band power curves for
the binary-raised cosine family for modulation index h = 1/2.%" These
curves show the fraction of the spectral power relative to the total
power outside the band —f + fo, f + fo for the data rate fy = 1/T.
Thus, the bandwidth of the 4RC with the portion 107 of the total
power outside the band is approximately 0.95/T. Note that the figure
shows half the bandwidth of one channel. Figures 10 and 11 show
3SRC and 4SRC. Similar curves for GMSK are published in Ref. 10.

Curves like those in Fig. 9 are useful for calculating the adjacent-
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Fig. 9—Fractional out-of-band power curves for the binary modulation schemes 1RC,
2RC, 3RC, 4RC, and 5RC, h = 1/2.
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channel interference. From the curves in Fig. 9, we obtain an upper
bound on the interference power in the two adjacent channels on each
side. Since the power spectra fall off rapidly with f for increasing
frequencies, this upper bound is a good estimate of the adjacent-
channel interference power level.

From the results in the appendix and from the cochannel interfer-
ence results above and in Refs. 1, 3, and 16, it is evident that with
“wide” channels compared to the bit rate, average adjacent-channel
interference is very small compared to cochannel interference. In the
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Fig. 11—Fractional out-of-band power curves for 4SRC, h = 1/2, and MSK.

appendix, a parameter, A, is introduced, which is a measure of the
adjacent-channel interference suppression with a given modulation
scheme and a given relationship between the bit rate and the channel
bandwidth. Even with A as large as 1072, the average adjacent-channel
interference is almost negligible compared to the cochannel interfer-
ence. Much smaller A’s are quoted in the literature (10~-1077).810.18
With A as small as 1072, the detection efficiency of the modulated
signal will be affected by the filtering. In the system discussion below,
we will choose “small” A’s.
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For schemes with N = 3, the adjacent-channel interference with one
particular cell is small with modulation schemes like 3RC-4RC (see
Figs. 1, 6, and 7). The average adjacent-channel interference from
adjacent cells is small compared to the cochannel interference. The
same is true for N = 1 for the adjacent-channel interference from
adjacent cells. However, for N = 1, the adjacent-channel interference
within one cell is a more severe problem. This will restrain the value
of bit rate f;, relative to the channel bandwidth B.. Cellular systems
with N = 1 are considered in Refs. 1 and 16.

V. DISCUSSION AND CONCLUSIONS

We can now put the various pieces of information together and
evaluate the number of available channels for cellular schemes with
different modulation schemes. Time-division retransmission is used
in several cases but not all. For the cases without time-division
retransmission, it is expected that the number of space diversity
branches cannot be larger than M = 2. It is inconvenient to have more
than two antennas on the mobile unit.

Let By be the total system bandwidth, and let B, be the bandwidth
of one two-way TDR channel (or two one-way channels without TDR).
Let the bit rate over one channel be f, = 1/T}, bits/s. The total number
of available channels is By/B.. Let N be the number of cells in a
cluster. The number of channels, C, available in each cell in the cluster
is Bp/B.-1/N. The total system bandwidth will be kept constant for
comparison of various systems. It is evident that C can be improved
by decreasing N or decreasing B. (at a given Br and a given transmitted
bit rate f;,). Decreasing N has been discussed in Ref. 16. Decreasing B,
can be done to a certain degree by selecting narrowband modulation
schemes. However, the detection efficiency decreases for schemes with
simple receivers. Furthermore, the adjacent-channel interference in-
creases. There seems to be a preferred modulation scheme with an
intermediate degree of smoothing (see Ref. 7 for details). These we
have chosen below.

The total system bandwidth is assumed to be 40 MHz, and the
carrier frequency f. = 850 MHz. The propagation constant is a« = 3,
and the error probability is 1072 It is assumed that digitized speech
is transmitted with 32 kb/s. If 16 kb/s is used (and all other system
parameters are kept unchanged), the total system capacity in terms of
channels is of course doubled for all schemes. When comparisons are
made to other schemes,!® these will be scaled to “our” system band-
width 40 MHz and data rate f, = 32 kb/s.

The calculations of number of diversity branches given below as-
sume ideal conditions all the way through, i.e., no degradation due to
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filtering, nonlinearities, timing, synchronization, combining, etc.
Sometimes there is a margin, though.

Below we will calculate the number of channels per cell (antenna)
for a few different cases.

1. N =3, i.e., a cell with 120-degree base stations in three corners.
Time-division retransmission. BPSK with 81 kb/s data rate (the
overhead over 64 kb/s is due to the co-phasing procedure for the TDR
scheme). Channel bandwidth B. = 100 kHz (see Ref. 3). With this
channel bandwidth, the transmitted BPSK signal must be filtered
quite hard, resulting in a nonconstant amplitude. M = 3 branch
diversity. This scheme gives about 133 two-way channels.

2. N = 3 and the same cells as in 1. TDR with 81 kb/s in a channel
bandwidth of 81 kHz, 4RC (or better 4SRC®) modulation (see Figs. 9
to 11 for adjacent-channel interference estimates). Mild filtering of
the 4RC might be necessary, causing small fluctuations of the envelope
(see Fig. 4 for error probability considerations). TDR and M = 4
branches of diversity. The number of channels is 164.

3. N = 11, a cell with centrally located, omnidirectional antenna.
M = 2 branches of diversity, no TDR. GMSK modulation with
B,T = 0.25 (see Refs. 10 and 15 for parameter definitions and other
details). This corresponds roughly to 3RC (3SRC). Adjacent-channel
interference is about —70 dB. 64 kb/s in 107 kHz. The results in Ref.
15 were scaled to the total bandwidth of 40 MHz and the data rate of
32 kb/s in the one-way speech channel. About 33 channels are avail-
able.

4. Same as 3 above with harder filtering. 64 kb/s in 58 kHz.
Adjacent-channel interference is about —20 dB.'* This leads to 62
channels.

The reasons that schemes 3 and 4 above yield such a low number of
channels compared to the others are twofold. Time-division retrans-
mission is not considered. Therefore an M = 2 is the highest degree
of diversity considered. This leads to the high N value. The other
important reason is that only centrally located omnidirectional anten-
nas are considered. Thus, even with a good modulation scheme, the
number of channels remains low.

A class of constant-amplitude modulation schemes is considered for
the cellular digital radio system. Such features as power spectral
density, fractional out-of-band power, and detection efficiency with
simple near-optimum detectors for the slow Rayleigh fading channel
with space diversity and maximal-ratio combining are reported.

From the analysis and discussions above, we have seen that a large
number of channels can be provided in a digital cellular system by the
proper combination of antenna configuration, modulation scheme, and
diversity scheme. We have seen that constant-amplitude digital mod-
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ulation schemes can give high-capacity systems. It should be pointed
out that higher system-capacity levels can be expected if nonconstant-
amplitude modulation schemes are acceptable.

A large number of unsolved problems remain. The analysis above
(as indeed that in Refs. 1, 3, and 15) is based on very simple and
idealized channel and interference models. More refined analysis and
simulations will be necessary. The analysis above was carried out
under the idealized assumptions of flat fading and of negligible effects
of filtering and nonlinearities on the modulation scheme. Uniform
transmission conditions were assumed for all cells. No delay spread
was considered. Perfect timing and synchronization were assumed
with coherent detection and ideal maximal-ratio combining. It was
furthermore assumed that perfect synchronization for the time-divi-
sion retransmission scheme was established. All of the above problems
and others have to be taken into account in a refined system analysis.

At least the same number of channels seems to be within reach with
the space-diversity and time-division retransmission schemes as with
the spread spectrum multiple access approach to digital mobile radio
(see Refs. 3, 19, 20, and 21).
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APPENDIX
Details of adjacent-channel interference calculations

In this appendix, we will demonstrate how the method for analyzing
cochannel interference in Refs. 1 and 3, with minor modifications, can
be used for calculation of adjacent-channel interference from adjacent
(and further away) cells.

The average adjacent-channel interference from adjacent cells is
calculated with basically the same method as the cochannel interfer-
ence. It is assumed that the total adjacent-channel interference is
formed by incoherent additions of several interference sources forming
a stationary additive Gaussian noise, which is added to the cochannel
interference noise. We will see that with “reasonable” spectral shape
of the modulation scheme, this intereference source is, in most cases,
small compared to the cochannel interference.

Let A be the relationship between the adjacent-channel interference
power on one side of the channel to the total power in this channel.
This number is upper bounded by 1/2 of the fractional out-of-band
power level at f = Bc (see Figs. 9 to 11 and Ref. 5). It is assumed that
the receiver filter consists of an ideal bandpass filter of width B¢ in
these idealized calculations (the same assumptions are used in Ref.
15).

The base stations and the mobile units in nearby cells will cause
adjacent-channel interference because of nonideal, nonband-limited
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signals. We will consider the constant-amplitude raised cosine schemes
(see Section II) transmitted without bandpass filtering. The spectral
tails will cause adjacent-channel interference.

First, we will consider adjacent-channel interference for the case
N = 3, a = 3 with centrally located omnidirectional base stations (see
Fig. 12). It is immediately clear from the frequency plan (Figs. 6a and
6b) that the adjacent-channel interference from sources within the
same cell is extremely small with any spectrally efficient modulation
scheme because each adjacent channel within one cell is three channels
apart. The significant contributions to the total adjacent-channel
interference come from adjacent channels in adjacent cells.

Once the major sources of interference are identified, it is straight-
forward to use the same methods as in Refs. 1, 3, and 16 for the
calculation of the interference. The average adjacent-channel interfer-
ence is suppressed by a factor of A compared to the cochannel inter-

(® DESIRED MOBILE 3|TI2 3|T]2 3I1|2
1 L 1 Il L

® INTERFERING MOBILE

Fig. 12—Worst-case adjacent-channel interference cases for mobile-to-base trans-
mission with centrally located antennas.
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ference from the same sources. Space diversity helps against average
adjacent-channel interference just as well as cochannel interference."”

Figure 12 shows the calculation of the worst-case (noncoherent
addition) adjacent-channel interference for the N = 3, a = 3 case with
centrally located base stations and mobile-to-base transmission. Ad-
jacent-channel interference comes from all cells marked 2 and 3.
(Cochannel interference comes from cells marked 1; this is considered
in Refs. 1, 3, and 16.) The distance to the desired mobile unit serviced
from the omnidirectional antenna in the center of the cell is dy. The
distance to the nearest (worst-case) six interfering mobile units is d;
(see Fig. 12). The distance to the next six interfering mobile units is
ds. Thus, the worst-case adjacent-channel interference to signal ratio
for mobile-to-base transmission is

Py do\’ do\’
—=A —) +6[— furth .
Ps [6 ( d1) ( dz) + further terms (16)
For the case in Fig. 12,
P/Ps = 95.A. am

Assuming that the interfering mobile units can be in any equally
probable location in their cells, we found that the average adjacent-
channel interference to signal ratio for mobile-to-base is

P/Pg = 3.6-A. (18)

It is straightforward to obtain similar results for base-to-mobile
transmission for the case in Fig. 12. We have the adjacent-channel
interference to signal ratio

Py/Pg = 25.A. (19)

It is also straightforward to calculate the formulas for a cell with
three 120-degree corner stations in each cell (see Fig. 7). For N = 3,
a = 3, we have for this case:
base-to-mobile,

P/Ps = 1.24, (20)

mobile-to-base average,
Pi/Ps = 1.5A. (21)

In principle, it is straightforward to calculate the corresponding
adjacent-channel interference formulas for the N = 3, & = 3 case for
other cells.'® However, as a rough estimate one can use A times the
cochannel-interference to signal ratio for the corresponding N = 1

case.'®

2088 THE BELL SYSTEM TECHNICAL JOURNAL, SEPTEMBER 1983



For all calculations above, it was assumed that the desired mobile
unit is in the least favorable position in the cell, much the same way
as in Refs. 1 and 16.

Note that in the approximate calculations above, we only considered
averages. It is possible that the desired mobile unit and the interfering
mobile unit in the adjacent cell occupying a frequency channel im-
mediately adjacent to that of the desired mobile unit are almost at the
same location near the cell dividing line. For such cases, the adjacent-
channel interference might be such that the space diversity does not
suppress this interference (the combiner in the desired mobile unit
adds the interference and treats this interference just as the desired
signal). For this case, a sufficiently small A is required. It is, of course,
also conceivable to have a frequency channel change for one of the
mobile units in that case.

For the N = 1 case, the adjacent-channel interference problem
becomes larger than for the N = 3 case. The background average
adjacent-channel interference from sources in adjacent cells is still
there as before. On top of that, there is interference from (primarily
two) adjacent channels within the cell of the desired mobile unit. A
small A is required to suppress this interference.
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